Fundamental photon noise limit to radial velocity measurements
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Abstract. In the past 5 years, improvements in radial velocity measurements have led to discovery of extra-solar planets and progress in asteroseismology programs. Doppler measurements with high precision is close to the limit given by photon noise. In this paper the methodology to compute the fundamental limit of radial velocity measurement given by photon noise is presented and illustrated with a representative sample of synthetic solar-type stellar spectra. Stellar rotational broadening, instrumental spectral range as well as spectral resolution influences are also considered. This study is applied to two dedicated spectrographs in order to help the optimization of radial velocity programs. Current methods of Doppler calculation are discussed and compared.
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1. Introduction

The challenge of measuring small changes in stellar radial velocities (RV) is met in the search for extra-solar planets and the stellar seismology. Recently, much progress has been made in RV measurement techniques leading to the first detections of extra-solar planets (Mayor & Queloz 1995; see review made by Perryman 2000) and the first evidence of oscillation modes in solar-type stars other than the Sun (Martic et al. 1999; Bedding et al. 2001).

Reaching a level of RV precision near 1 m s$^{-1}$ over a large number of targets is a challenge and permits very ambitious programs. All extra-solar planets with a mass of 0.1 Jupiter mass orbiting solar-like stars at less than 1 AU can be detected after one year of observations. Moreover, detection of big telluric planets like 10 Earth mass planets on orbits shorter than 0.1 AU is possible. In addition, but at a completely different time scale, RV precision at 1 m s$^{-1}$ allows one to measure the asteroseismological parameters of solar-like stars in order to constrain theories of stellar structure and evolution. Acoustic mode oscillations are expected to have amplitudes in the range from 0.1 to 1 m s$^{-1}$ and frequency in the range from 0.5 to 5 mHz. Several consecutive nights of observation may be needed to obtain a frequency resolution sufficient to resolve individual modes.

Today, the best precision reached in RV measurements is of a few m s$^{-1}$. In most cases this precision is limited by the photon noise. Some studies on the impact of photon noise on RV measurements can be found in Brown (1990), Murdoch & Hearnsaw (1991), and Mazeh & Zucker (1994). In Sect. 2 we present the analysis of the fundamental noise limitation developed by Connes (1985) which can be used to estimate this fundamental uncertainty on the measurement of the velocity change $\delta V_{\text{RMS}}$.

In this analysis, spectral profile and photon count are taken into account. From this analysis the quality factor is defined and computed in Sect. 3 for various synthetic solar-type stellar spectra. The influence on the quality factor of the spectral type, the rotational broadening $v\sin i$, the spectral range and the spectral resolution of the instrument used are investigated. In Sect. 4 fundamental uncertainties $\delta V_{\text{RMS}}$ of various solar-type stars are computed for the spectrograph CORALIE installed at the 1.20-m Euler Swiss telescope, La Silla, Chile (Queloz et al. 2000) and the future spectrograph HARPS to be installed at the 3.60-m ESO telescope, at La Silla, Chile (Pepe et al. 2000). This study may be helpful for the optimization of scientific programs conducted on these two dedicated instruments. Finally, in Sect. 5 we discuss and compare current methods of precise RV measurement.

2. The fundamental noise limitation in the Doppler shift measurement

An optimum technique that uses the full spectral information available has been proposed by Connes (1985) for calculating radial velocity changes. In this procedure, a quality factor $Q$ is defined for each spectrum in order to compute the fundamental uncertainty on the radial velocity measurement due to noise.
We consider $A_0$, a digitalized and calibrated spectrum obtained at epoch 0, hereafter called the “reference” epoch or epoch of zero radial velocity. This spectrum is considered as being noise free. For a given pixel $i$, we know the intensity $A_0(i)$ (in photoelectrons) and the wavelength $\lambda(i)$. At another epoch, the spectrum is stretched by a Doppler shift and becomes $A$. At this point we do not consider any extra noise from detector (bias, dark, flat field), background light or cosmic ray pollution. Therefore these two spectra have the same intensity level.

The Doppler shift is given by:

$$\frac{\delta V}{c} = \frac{\delta \lambda}{\lambda}. \quad (1)$$

For a Doppler shift that is small compared to the line-width, the observable intensity change at a given pixel can be expressed by:

$$A(i) - A_0(i) = \frac{\partial A_0(i)}{\partial \lambda(i)} \delta \lambda(i) = \frac{\partial A_0(i)}{\partial \lambda(i)} \frac{\delta V(i)}{c} \lambda(i). \quad (2)$$

The Doppler shift is then given by:

$$\frac{\delta V(i)}{c} = \frac{A(i) - A_0(i)}{\lambda(i) \left( \frac{\partial A_0(i)}{\partial \lambda(i)} \right)}. \quad (3)$$

This equation shows that the change of the velocity is measured through a change of intensity in the recorded spectrum. To increase the sensitivity of the measurement and to decrease the noise, the whole available spectral range must be used. Hence, the contribution of all pixels is summed considering an optimum weight $W(i)$.

$$\frac{\delta V}{c} = \frac{\sum W(i) \delta V(i)}{\sum W(i)}. \quad (4)$$

The optimum weight is proportional to the inverse square of the individual dispersion ($X_{\text{RMS}}$ designates later on the dispersion of the quantity $X$). The optimum weight $W(i)$ is given by:

$$W(i) = \frac{1}{\left( \frac{X_{\text{RMS}}(i)}{c} \right)^2}. \quad (5)$$

The individual dispersion of the velocity change measured in pixel $i$ is given from Eq. (3) by:

$$\frac{\delta V_{\text{RMS}}(i)}{c} = \frac{[A(i) - A_0(i)]_{\text{RMS}}}{\lambda(i) \left( \frac{\partial A_0(i)}{\partial \lambda(i)} \right)}. \quad (6)$$

The spectrum $A_0$ is considered noise free. The noise of the spectrum $A$ comes from the quadratic sum of the photon noise $\sqrt{A}$ and the detector noise $\sigma_D$; hence:

$$[A(i)]_{\text{RMS}} = \sqrt{A(i) + \sigma_D^2}. \quad (7)$$

Considering that $A$ and $A_0$ have the same intensity level and the Doppler shift is small, we can set $A = A_0$. The optimum weight is then given by:

$$W(i) = \frac{\lambda^2(i) \left( \frac{\partial A_0(i)}{\partial \lambda(i)} \right)^2}{A_0(i) + \sigma_D^2}. \quad (8)$$

At this stage, for practical application, the weighted function may be modified to eliminate unwanted lines, such as telluric absorption lines.

The velocity change $\delta V$ measured from the full spectral range is then given by:

$$\frac{\delta V}{c} = \frac{\sum (A(i) - A_0(i)) \left( \frac{W(i)}{A_0(i) + \sigma_D^2} \right)^{1/2}}{\sum W(i)}. \quad (9)$$

One recalls that this relation is accurate only if the Doppler shift remains small compared to the line-width.

Now let $\delta V_{\text{RMS}}$ designate the uncertainty on the velocity change $\delta V$. According to Eq. (5), $\delta V_{\text{RMS}}$ is given by:

$$\frac{\delta V_{\text{RMS}}}{c} = \frac{1}{\sqrt{\sum W(i)}} = \frac{1}{Q \sqrt{\sum A_0(i)}}. \quad (10)$$

where $Q = \sqrt{\sum W(i)} / \sqrt{\sum A_0(i)}$. \quad (11)

We see that if we neglect the detector noise contribution, this factor $Q$ is independent of the flux. It is a sole function of the spectral profile within the spectral range considered. It represents the quality and the spectral line richness of the spectrum.

Considering that $\sum A_0(i) = N_e$—is the total number of photoelectrons counted over the whole spectral range, the uncertainty of the velocity change is finally given by:

$$\delta V_{\text{RMS}} = \frac{c}{Q \sqrt{N_e}}. \quad (12)$$

With the quality factor $Q$ and the total number of photoelectrons $N_e$, the fundamental noise limitation in velocity measurements can be calculated. In cases of computation of this quantity for each spectral slice $k$ (or spectral order $k$) of the spectrum, a weighted average of all these slices must be computed as:

$$\frac{\delta V_{\text{RMS}}}{c} = \frac{1}{\sqrt{\sum [W_{\text{RMS}}(k)]^2}}. \quad (13)$$

This procedure was tested and demonstrated by Connes et al. (1996) using observations collected with the ELODIE spectrograph based on the 1.93-m telescope at the Observatoire de Haute Provence. It is also currently used on the EMILIE spectrograph (Bouchy et al. 1999) coupled to the Absolute Astronomical Accelerometer (Connes 1994; Schmitt 1997) installed on the 1.52-m telescope of the same observatory.

3. Numerical quality factor of synthetic solar-type stellar spectra

3.1. On the effect of the spectral type

The quality factor derived from Eq. (11) may be computed for any stellar spectrum. We have used synthetic spectra realized with the SPECTRUM code developed by
Table 1. Parameters of synthetic spectra.

<table>
<thead>
<tr>
<th>Spectral Type</th>
<th>$T_{\text{eff}}$ (K)</th>
<th>log($g$)</th>
<th>$V_{\text{turb}}$ (km s$^{-1}$)</th>
<th>Quality Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>K7V</td>
<td>4000</td>
<td>4.5</td>
<td>1.0</td>
<td>31 020</td>
</tr>
<tr>
<td>K5V</td>
<td>4500</td>
<td>4.5</td>
<td>1.0</td>
<td>34 940</td>
</tr>
<tr>
<td>K2V</td>
<td>5000</td>
<td>4.5</td>
<td>1.0</td>
<td>33 405</td>
</tr>
<tr>
<td>G8V</td>
<td>5500</td>
<td>4.5</td>
<td>1.0</td>
<td>30 375</td>
</tr>
<tr>
<td>F9V</td>
<td>6000</td>
<td>4.5</td>
<td>1.25</td>
<td>24 450</td>
</tr>
<tr>
<td>F5V</td>
<td>6500</td>
<td>4.5</td>
<td>1.5</td>
<td>19 250</td>
</tr>
<tr>
<td>F2V</td>
<td>7000</td>
<td>4.5</td>
<td>2.0</td>
<td>14 430</td>
</tr>
</tbody>
</table>

Fig. 1. Quality factor versus spectral range for a K5V, F9V and F2V star.

Table 1 presents the parameters of the 7 synthetic spectra with their quality factors computed in the spectral range from 3800 to 6800 Å at an infinite spectral resolution (sampling 5 mA). The best quality factor appears to be for a K5V star and decreases by more than a factor of 2 for a F2V star.

3.2. On the effect of the wavelength spectral range

To examine the influence of the spectral range, the quality factors was computed separately for a set of small spectral slices of 100 Å. The results for a K5V, F9V and F2V star are presented in Fig. 1. The quality factor decreases by about a factor 6 between the blue and the red part of the spectra.

3.3. On the effect of the rotational broadening

Line rotational velocity broadening degrades the quality factor. Fast rotators are often associated with early type star. Note that these stars are often detected as intrinsically variable (Saar & Donahue 1997).

Table 2 presents the numerical quality factor for the 7 synthetic spectra computed over the whole spectral range for different $v\sin i$. Two typical behaviors can be distinguished. For $v\sin i$ values less than 6 km s$^{-1}$, line profile is only broadened by rotational velocity and $Q$ decreases linearly with $v\sin i$. For $v\sin i$ greater than 6 km s$^{-1}$, line profiles begin to be significantly modified by the blending effect of neighboring spectral lines. In this case, $Q$ is proportional to $v\sin i^{-1}$.

Fig. 2. Quality factor versus rotational broadening $v\sin i$ for a K5V, F9V, and F2V star.

3.4. On the influence of the spectrograph resolution

The spectrograph resolution limits the stellar spectrum quality factor as long as the stellar lines are not resolved. Figure 3 shows the quality factor computed for the whole spectral range versus spectral resolution (spectra are convolved with a Gaussian profile with $FWHM = \lambda/R$) for a K5V, F9V and F2V star in two cases of projected rotational velocity: $v\sin i = 0$ and $v\sin i = 10$ km s$^{-1}$. This figure shows that there is advantage to resolving lines beyond 50 000 but a resolution greater than 100 000 is interesting only in a few cases of stellar spectra. Similar to the $v\sin i$ dependency described above, two distinct rates appear. For $R$ lower than 50 000, all the lines are blended and $Q$ increases linearly with $R$. For $R$ greater than 50 000, lines are more and more resolved and the relation flatness becomes linearly decreasing with $R^{-1}$. 
Table 2. Quality factor versus rotational broadening $v\sin i$ for the 7 synthetic spectra.

<table>
<thead>
<tr>
<th>Spectral Type</th>
<th>0 km s$^{-1}$</th>
<th>4 km s$^{-1}$</th>
<th>8 km s$^{-1}$</th>
<th>12 km s$^{-1}$</th>
<th>16 km s$^{-1}$</th>
<th>20 km s$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>K7V</td>
<td>31 150</td>
<td>15 605</td>
<td>8 015</td>
<td>5 185</td>
<td>3 785</td>
<td>2 975</td>
</tr>
<tr>
<td>K5V</td>
<td>34 940</td>
<td>17 080</td>
<td>8 440</td>
<td>5 380</td>
<td>3 885</td>
<td>3 020</td>
</tr>
<tr>
<td>K2V</td>
<td>33 445</td>
<td>16 140</td>
<td>7 815</td>
<td>4 930</td>
<td>3 545</td>
<td>2 740</td>
</tr>
<tr>
<td>G8V</td>
<td>30 415</td>
<td>14 700</td>
<td>7 020</td>
<td>4 385</td>
<td>3 140</td>
<td>2 410</td>
</tr>
<tr>
<td>F9V</td>
<td>24 450</td>
<td>12 685</td>
<td>6 105</td>
<td>3 785</td>
<td>2 690</td>
<td>2 045</td>
</tr>
<tr>
<td>F5V</td>
<td>19 245</td>
<td>10 670</td>
<td>5 240</td>
<td>3 230</td>
<td>2 270</td>
<td>1 715</td>
</tr>
<tr>
<td>F2V</td>
<td>14 430</td>
<td>9 000</td>
<td>4 750</td>
<td>2 925</td>
<td>2 045</td>
<td>1 530</td>
</tr>
</tbody>
</table>

Fig. 3. Quality factor versus spectrograph resolution for a K5V, F9V, and F2V star with $v\sin i = 0$ and $v\sin i = 10$ km s$^{-1}$.

4. The radial velocity uncertainty for some spectrographs

4.1. The method

To compute the fundamental uncertainty on RV by Eq. (12), we need to estimate the total number of photoelectrons collected over the spectral range used. Allen (1973) gives the spectral flux of $mv = 0$ stars outside the Earth’s atmosphere. Figure 4 show this spectral flux interpolated and integrated for 100 A slices of the spectral range from 3800 to 6800 A for a F0V, G0V, K0V and M0V star. We interpolate from these curves the spectral flux for the 7 synthetic spectra of Table 1. This quantity $F_*$ is expressed in photon cm$^{-2}$ s$^{-1}$. The total number of photoelectrons counted over each slice of 100 A is then given by:

$$N_e = \frac{F_* \cdot S_{\text{tel}} \cdot \varepsilon_{\text{tot}} \cdot t_{\text{exp}}}{2.512^{mv}}$$

with $S_{\text{tel}}$ the telescope area in cm$^2$, $\varepsilon_{\text{tot}}$ the total efficiency including atmosphere, telescope, spectrograph and detector, $t_{\text{exp}}$ the exposure time in s, and $mv$ the visual magnitude of the star.

The uncertainty of the RV change is then given by:

$$\delta V_{\text{RMS}} = \delta V_{\text{RMS}0} \cdot \sqrt{\frac{2.512^{mv}}{t_{\text{exp}}}}$$

with

$$\delta V_{\text{RMS}0} = \frac{C}{Q \sqrt{F_* \cdot S_{\text{tel}} \cdot \varepsilon_{\text{tot}}}}$$

The quantity $\delta V_{\text{RMS}0}$ represents the fundamental radial velocity uncertainty due to the photon noise for $t_{\text{exp}}(s) = 2.512^{mv}$.

Quality factors $Q$ are computed as described in Sect. 3 for all the 7 synthetic spectra with different rotational velocities, taking into account the spectral resolution and total efficiency of the instrument. We have neglected in this study the detector noise (which is justified for high S/N ratios) and we have attempted to use the whole spectral range from 3800 to 6800 A.

4.2. The CORALIE spectrograph

CORALIE (Queloz et al. 2000) is the southern hemisphere twin of the ELODIE spectrograph (Baranne et al. 1996), mounted on the 1.2-m Euler Swiss telescope at La Silla,
Chile. Wavelength covered ranges from 3875 to 6820 Å with a spectral resolution of 50 000. The total efficiency over the whole spectral range including atmosphere, telescope, spectograph and detector is presented in Fig. 5. The quantity $\delta V_{\text{RMS}}$ is presented in Fig. 6. In the best stellar case ($T_{\text{eff}} = 4500$ K, $v \sin i = 0$ km s$^{-1}$), the RV uncertainty of 1 m s$^{-1}$ is obtained on a 6 magnitude star with 8 minutes exposure time.

The RV uncertainty of a real spectrum obtained with CORALIE is compared with the expected one deduced from synthetic spectra. We use a spectrum of the star HD 83443 where two extra-solar planets have been detected (Mayor et al. 2000). HD 83443 is a K0V star with a visible magnitude $m_V = 8.23$ and projected rotational velocity $v \sin i = 1.9$ km s$^{-1}$. With a 750 s exposure, we expect from Fig. 6 a fundamental uncertainty of about 2.6 m s$^{-1}$. To compute the RV uncertainty of the observed spectrum, we clean it from cosmic ray hits and we limit its spectral range from 3994 to 6820 Å to avoid orders where detector noise is greater than photon noise. The result is 2.93 m s$^{-1}$ and compares well with the expected value. In addition, a Monte Carlo noise simulation (including photon and detector noise) is made on this observed spectrum. The optimum weight procedure described in Sect. 2 is used to compute the radial velocity. The radial velocity dispersion reaches 2.96 m s$^{-1}$, in full agreement with the calculated uncertainty.

A sequence of RV measurements on the Sun is presented to demonstrate that the estimated errors on the RV measurements are in agreement with the observations. During the measurements a diffusing mask was inserted at the entrance of the telescope to obtain a full integrated solar disk and to be free of any possible guiding errors. On the RV measurement sequence presented in Fig. 7, we measure a dispersion of 0.55 m s$^{-1}$. The estimated errors due to photon noise on the RV measurements stemming from the simultaneous thorium spectrum used in the instrumental tracking is about 0.30 m s$^{-1}$. The photon noise error stemming from the stellar flux reaches 0.38 m s$^{-1}$. If we take into account an extra signal of about 0.25 m s$^{-1}$ coming from the 5-um oscillation modes of the Sun, we are in agreement with the 0.55 m s$^{-1}$ observed value. This "real life test" demonstrated that precision better that 1 m s$^{-1}$ is achievable on CORALIE and that the proposed algorithm provides a very efficient way to extract the RV information from a stellar spectrum.

4.3. The HARPS spectrograph

The HARPS spectrograph (Pepe et al. 2000) will be installed on the ESO 3.6-m telescope at La Silla, Chile. It will start its operations at the end of 2002. The wavelength spectral domain ranges from 3770 to 6900 Å with a spectral resolution of 90 000. Its estimated total throughput including atmosphere, telescope, spectograph and detector is presented in Fig. 5. Its estimated $\delta V_{\text{RMS}}$ is presented in Fig. 8.

Compared to CORALIE, the gain on RV uncertainty reaches a factor of 7 to 9. This means that for a given RV fundamental limit, HARPS will need exposure times 49 to 81 times shorter or it will observe stars with magnitudes 4.2 to 4.8 dimmer. Figure 9 shows the RV uncertainty $\delta V_{\text{RMS}}$ versus stellar magnitude computed for HARPS for the best stellar spectrum case ($T_{\text{eff}} = 4500$ K, $v \sin i = 0$ km s$^{-1}$) for various exposure times. Considering the conversion factor of the CCD (1.64 e$^{-}$/ADU), the saturation level of the CCD converter is reached for a spectral $S/N$ corresponding to a $\delta V_{\text{RMS}} = 0.05$ m s$^{-1}$. In the case of low $S/N$ spectrum ($S/N < 10$), detector read-out noise (4.7 e$^{-}$) should be taken into account. This $S/N$ domain corresponds to $\delta V_{\text{RMS}} > 3$ m s$^{-1}$. These respectively upper and lower radial velocity limits define the range of parameters illustrated in Fig. 9.
5. Discussions

Essentially two different methods are used to gather precise RV measurements. Both track instrumental changes by comparison with a set of stable reference lines. One method, called the double-fiber or simultaneous wavelength reference method, makes use of an optical fiber for the starlight, and a second fiber illuminated by a stable laboratory source (usually a thorium lamp) (see Baranne et al. 1996 for details). The other method, called the Iodine cell method, inserts in the input stellar beam an iodine cell to superimpose stable absorption lines on the incoming starlight (see Butler & Marcy 1996 for details). The observation is modeled as the product of two functions, the intrinsic stellar spectrum and the transmission function of the iodine absorption cell. The model requires 13 parameters, 2 for the wavelength scale, 1 for the Doppler shift, and 10 for the spectrograph PSF description. With this technique the spectral range is limited between 5000 and 6300 Å and the total efficiency is reduced by a factor of ~2 by the effect of the I$_2$ line forest. We compute the fundamental RV uncertainty on the stellar spectrum taking into account the average transmission of the UVES iodine cell (Kurster 1999) in the limited spectral range. In this computation, the deconvolution process is considered as noise-free. We find that fundamental photon uncertainties on radial velocity measurements done by the iodine cell technique is greater by a factor 2 to 2.4 compared to the double-fiber method. This means that for a given RV fundamental limit, a program using the iodine cell mode needs exposure time 4 to 6 times greater or a telescope with an aperture diameter at least 2 times larger.

The present procedure used on CORALIE to estimate the variation of RV is based on a cross-correlation technique that numerically replicates the optical process carried out by the mask of CORAVEL (see Baranne et al. 1979 for details). The wavelength shift is measured by fitting a Gaussian function to the cross correlation of the stellar spectrum with a binary mask made of box-shaped emission lines of equal amplitude. To compare the efficiency of the optimum weight procedure with the cross-correlation procedure, we have run a Monte Carlo noise simulation similar to the one described in Sect. 4.2. We find that the optimum procedure is a factor 1.6 more efficient. Actually, the cross-correlation method is far from optimum. The box-shaped emission lines of the binary mask are not associated with all the real spectral lines (i.e. the full spectral information is not used). Moreover, no optimum weighting task is carried out. This effect was already discussed by Chelli (2000), who compared an
optimized algorithm based on a data analysis in the spectral Fourier space with the cross-correlation method.

6. Concluding remarks

This study has shown that photon noise permits measurement of stellar radial velocities at a precision level of 1 m s\(^{-1}\). This precision is necessary to conduct ambitious programs in the search for extra-solar planets and for asteroseismology. In this paper, the complete methodology to compute in every case the fundamental photon noise limit in RV measurements was presented. The optimum weight procedure for calculating RV changes was developed and compared to other methods currently used.

We are aware that the limits on RV measurements are also set by instrumental instabilities. However, recent tests carried on with the EMILIE and CORALIE spectrographs on laboratory sources and the Sun show an intrinsic short term stability at a level lower than 1 m s\(^{-1}\). At this time, the long term precision reached with CORALIE is close to 2 m s\(^{-1}\) (Queloz et al. in preparation). Strong efforts are made to increase the intrinsic stability of HARPS in order to reach the 1 m s\(^{-1}\) precision level.

Extra-solar planetary search programs can be limited by the intrinsic stellar RV variability induced by motion of the photosphere due to pulsation and/or stellar activity-related variations, like rotation of star spots or convective inhomogeneities and their temporal evolution. Knowledge of the intrinsic stability of stars at the level of 1 m s\(^{-1}\) is still limited but a clear relation between stellar RV variability and rotational broadening \(v \sin i\) has been shown (Saar et al. 1998; Santos et al. 2000). An empirical limit at \(v \sin i = 4\) km s\(^{-1}\) has been fixed for most extra-solar planetary search programs. Note that this limitation does not appear in asteroseismology programs since we try to characterize intrinsic activity of stars over the time scale from a few minutes to one hour.
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