

    


    Table A.4. 

Coefficients for the resolution-dependent correction to measured FRs (Eq. (14)).




	
p
11

	
p
12

	
p
21

	
p
22

	
p
31

	
p
32




	


T
eff






	−0.1145
	0.1006
	0.2395
	−0.3236
	−0.1422
	0.2233



	−0.1932
	−0.0055
	0.4174
	−0.0443
	−0.2273
	0.0564



	0.0997
	0.0383
	−0.1507
	−0.0629
	0.0213
	0.0087



	−0.0367
	0.0029
	0.1005
	−0.0362
	−0.0957
	0.0225



	−0.0147
	−0.0048
	0.0206
	0.0051
	−0.0036
	−0.0010



	−0.0083
	−0.0030
	0.0146
	0.0046
	−0.0021
	−0.0007



	−0.4459
	−0.0867
	1.1138
	0.2134
	−0.7034
	−0.1342



	−0.0044
	−0.0028
	0.0030
	−0.0008
	−0.0011
	−0.0001



	0.3741
	0.6467
	−0.8781
	−1.4578
	0.5119
	0.8113



	[Fe/H]




	−0.1628
	0.0963
	0.0211
	0.1719
	0.1624
	−0.2435



	−0.0957
	0.1268
	0.0235
	−0.0305
	0.0900
	−0.0769



	−0.1974
	0.0114
	0.2249
	0.3543
	−0.0019
	−0.3430



	−0.5505
	0.0105
	1.5792
	0.6570
	−0.9952
	−0.6611



	−0.1128
	0.0785
	−0.1788
	0.0939
	0.3126
	−0.1597



	−0.0506
	0.1028
	−0.1990
	−0.0592
	0.2545
	−0.0481



	−0.4901
	−0.1390
	0.8957
	0.8738
	−0.3928
	−0.7218



	−0.2962
	0.0304
	0.3082
	0.2296
	−0.0013
	−0.2497



	−0.3275
	−0.2857
	0.5860
	1.0933
	−0.2469
	−0.7979



	−0.3663
	−0.1501
	0.6220
	0.6880
	−0.2349
	−0.5207



	−0.4833
	−0.3609
	0.7898
	1.3104
	−0.2771
	−0.9227



	0.0921
	0.4613
	−0.6880
	−0.6347
	0.6762
	0.2447



	−0.5689
	−0.2943
	0.9994
	1.1321
	−0.4193
	−0.8307



	−0.7387
	−0.2816
	1.5571
	1.4245
	−0.7521
	−1.0862



	−0.4483
	−1.0653
	0.7227
	2.8071
	−0.2652
	−1.7269



	−0.5011
	−0.5237
	0.6973
	1.5339
	−0.1853
	−0.9987



	−0.5269
	−0.4523
	0.7844
	1.5684
	−0.2024
	−1.0724



	−0.7816
	−0.4215
	1.4134
	1.5670
	−0.6101
	−1.1310



	−0.4919
	−0.0894
	0.9176
	0.6867
	−0.4131
	−0.5857



	−0.4279
	−0.2774
	0.6881
	1.0599
	−0.2449
	−0.7715



	−0.4665
	0.1212
	1.0117
	0.2511
	−0.5373
	−0.3664



	−0.8631
	−0.6335
	1.8016
	2.0952
	−0.9253
	−1.4544



	−0.9674
	−0.0418
	1.7919
	0.7950
	−0.8198
	−0.7393



	−0.1267
	−0.3806
	−0.0206
	1.2404
	0.1690
	−0.8449



	−0.1583
	−0.2914
	0.0661
	0.9410
	0.1003
	−0.6466



	−0.6306
	−0.0556
	1.4125
	0.8338
	−0.7524
	−0.7490



	−0.6343
	−0.5944
	1.1681
	1.8994
	−0.5308
	−1.3066



	−0.4738
	−0.0811
	0.8130
	0.7534
	−0.3386
	−0.6707



	−0.5036
	−0.1870
	0.6535
	0.5247
	−0.1492
	−0.3366



	−0.5608
	−0.4396
	1.0014
	1.2750
	−0.4357
	−0.8335



	−0.7883
	−0.7793
	1.5488
	2.1325
	−0.7461
	−1.3466



	log g





	0.0053
	0.0607
	0.2061
	0.1452
	−0.1970
	−0.1910



	−0.1542
	0.8918
	0.4985
	−1.5541
	−0.3362
	0.6851



	0.5844
	−0.2724
	−0.9297
	1.0836
	0.3515
	−0.7988



	−1.1834
	0.6540
	2.9930
	−0.8632
	−1.8135
	0.2200



	−0.2574
	0.0419
	0.9056
	0.2766
	−0.6439
	−0.3034



	−0.5870
	−0.2431
	1.5675
	1.1114
	−0.9139
	−0.8202



	−1.4071
	−0.8273
	3.3310
	2.2169
	−1.9190
	−1.3806



	−0.4093
	0.3062
	1.2904
	−0.1234
	−0.8358
	−0.1546



	−0.4633
	−0.1567
	1.1246
	0.7837
	−0.6525
	−0.6126



	−0.4241
	0.2582
	1.3438
	−0.2326
	−0.8688
	0.0201



	−1.0676
	1.1142
	2.7772
	−1.9071
	−1.7034
	0.8097







Notes. The order of appearance is the same as in Tables A.1–A.3.




  
    
      Fig. 14. 
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Upper panels: comparison of the ATHOS output for T
eff, [Fe/H], and log g with literature results for the ELODIE spectral library (version 3.1, Prugniel et al. 2007, see text for quality cuts made here). In case a star occurs with multiple spectra in the library, it is reflected by more than one point here. Dashed lines represent the one-to-one relation. The colors reflect the internal statistical uncertainties computed with ATHOS. Lower panels: residual distribution. All residuals are determined via Δx = x
lit − x
ATHOS.



    

  
    
      Fig. 16. 
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Same as Fig. 14, but for the S4N library (Allende Prieto et al. 2004). Red star symbols resemble stars with rotational velocities v sin i ≥ 5 km s−1. For better visibility, we did not show these stars in the residual distributions of the middle and right panel, because they are far off (see discussion in the main text).



    

  
    
      Fig. 11. 
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Parameter deviations between ATHOS runs on X-shooter spectra and on high-resolution spectra of the same stars from our training sample. Here, gray circles indicate the values without any correction applied to the involved FRs, while red circles incorporate the corrections described by Eq. (14). The mean deviation and scatter for each stellar parameter are depicted by solid and dashed red lines, respectively.



    

  
    
      Fig. 10. 
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Left panel: deviations of the FRs measured in all training spectra for the strongest metallicity relation (see Table A.2) at different resolutions with respect to the FRs computed at the original resolution of 45 000. In contrast to Fig. 9, we note that there is a non-linear relation between FR and [Fe/H], which is why we illustrate only the FR- and not the [Fe/H] deviations. The colored surface resembles the best-fit model to the data according to Eq. (14), where the color indicates the magnitude of the correction to be applied (see color bar on the right). Red points and their connecting line denote the track of the corrections to the FRs measured in the solar spectrum at different resolutions. Upper right panel: portion of the solar spectrum at resolutions of 45 000, 40 000, 30 000, 20 000, 10 000, 7500, 5000, and 2500 (dark- to light-colored). The color-coding refers to the same FR corrections as in the left panel. Blue vertical bars indicate the wavelength ranges from which the FR is computed. Lower right panel: derived [Fe/H] for the Sun from uncorrected (gray) and corrected (red) FRs using Eq. (10) and only the strongest metallicity relation shown in the upper right panel.



    

  