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            Our algorithm uses a multi-exposure data set to set up the upstream parameters before proceeding with the optimization, which is detailed in Sect. 6.1 and Fig. 6. The deconvolution products are the deconvolved pixel image (decomposed into two channels), the point source parameters (fluxes and positions), and the geometric affine transform parameters for each input image.

          

    

  
    
      Fig. 4 
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            Effect of the constraint on the residual derivatives (Eq. (20)) on the separation of the point source and pixel channel. A radial cut through a simulated image is shown. Left: the black line shows the data, which is the sum of a point source and an extended source (dashed line). The deconvolution is performed with no constraint on the derivative image, resulting in a “hole” in the profile of the deconvolved extended source, shown in blue. Middle: the deconvolution is now made including a penalization of the first derivatives in the residuals. Right: same as middle, but using the second derivatives. The pixel channel is now well compatible with the input of the simulation.

          

    

  
    
      Fig. 5 
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            Illustration of the effect of de-noising R on the derivatives of the residual image. From left to right we show a simulated image of a galaxy (Sersic profile) and the three first derivatives of the residual image R in Eq. (19). The first row shows a noise-free image. The second row shows the derivatives of the non-de-noised residuals. The third row shows the derivatives computed using [image: equation], with a significant improvement of the third derivatives.

          

    

  
    
      Fig. 6 
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              Overview of one optimization step (“optimization” box in Fig. 1). The loop arrow for the affine transformation column is shown as a dotted line because the associated parameter update is not done at every iteration, but every few iterations. A typically number is one update every 30 iterations.

            

    

  
    
      Fig. 10 
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              Point-source photometry and astrometry using the E-ELT simulation shown in Fig. 9. The differences in magnitude (top panel) and in position (bottom panel) with respect to the true values are shown as a function of S/N. The shaded area represents the photometric uncertainty in the data, as expected from the photon shot-noise. In the lower panel the astrometric accuracy is given in pixel units of the original image.The dotted line shows the 0.2 pixel limit. Most of the point sources with S/N> 20 are below this line.

            

    

  
    
      Fig. 12 
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              Illustration of the deblending capability of our algorithm for pairs of point sources. The upper panels show the photometric accuracy as a function of contrast between the objects and as a function of separation. The astrometric precision is given in the lower panels in units of deconvolved pixels. The vertical red dashed line indicates the FWHM of the PSF in the simulation (7.5 pixels). The horizontal black dashed line indicates a 0.02 pixel precision for reference. The color code represents the S/N of the objects as defined in Eq. (23).

            

    

  
    
      Fig. A.2 
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              Bias on the width of a circular Gaussian as a function of S/N. For each S/N bin, the bias is measured using 1000 realizations of the simulation. Top: the fit without convolution by a PSF. Bottom: the fit with a PSF. Each curve shows the bias measured from the width of the simulated Gaussian for different ways of estimating the noise (see text).
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