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ABSTRACT

Context. Protostars grow from the first formation of a small seed and subsequent accretion of material. Recent theoretical work has shown that the pre-main-sequence (PMS) evolution of stars is much more complex than previously envisioned. Instead of the traditional steady, one-dimensional solution, accretion may be episodic and not necessarily symmetrical, thereby affecting the energy deposited inside the star and its interior structure.

Aims. Given this new framework, we want to understand what controls the evolution of accreting stars.

Methods. We use the MESA stellar evolution code with various sets of conditions. In particular, we account for the (unknown) efficiency of accretion in burying gravitational energy into the protostar through a parameter, ξ, and we vary the amount of deuterium present.

Results. We confirm the findings of previous works that, in terms of evolutionary tracks on an Hertzprung-Russell (H-R) diagram, the evolution changes significantly with the amount of energy that is lost during accretion. We find that deuterium burning also regulates the PMS evolution. In the low-entropy accretion scenario, the evolutionary tracks in the H-R diagram are significantly different from the classical tracks and are sensitive to the deuterium content. A comparison of theoretical evolutionary tracks and observations allows us to exclude some cold accretion models (ξ ∼ 0) with low deuterium abundances.

Conclusions. We confirm that the luminosity spread seen in clusters can be explained by models with a somewhat inefficient injection of accretion heat. The resulting evolutionary tracks then become sensitive to the accretion heat efficiency, initial core entropy, and deuterium content. In this context, we predict that clusters with a higher D/H ratio should have less scatter in luminosity than clusters with a smaller D/H. Future work on this issue should include radiation-hydrodynamic simulations to determine the efficiency of accretion heating and further observations to investigate the deuterium content in star-forming regions.
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1. Introduction

Since the pioneering work of Hayashi (1961), the first phase of stellar evolution, the so-called pre-main-sequence or PMS, is generally considered with the following simple approach: a star is formed with a large radius and contracts isotropically, and a huge release of gravitational potential energy heats the interior and yields a similarly large luminosity, which ensures convection in most of the interior of the star. As the star heats up, thermonuclear reactions set in, contraction is slowed, and a radiative zone begins to grow. In standard models for the contraction of a solar mass star, the growth of the radiative zone starts after 2 million years and the star reaches the main sequence (with an outer convective zone that is only about 2.5% of the total mass of the present Sun) after about 40 million years. This long phase, in which the star possesses a very deep convective zone or is even fully convective, almost guarantees a homogeneous composition in the stellar interior owing to extremely fast mixing in convective zones. A large portion of the gravitational energy of the accreted material is supposed to be given to the star, ensuring a large radius and important luminosity (e.g., Stahler et al. 1980).

Contrary to that ideal picture, a number of studies have revealed that the PMS evolution can be strongly affected by the way material is accreted onto the star during the accretion phase. If material loses entropy before or during the accretion onto the star, it can grow from a small radius and avoid the large quasi-static contraction phase (e.g., Mercer-Smith et al. 1984; Palla & Stahler 1992; Hartmann et al. 1997; Baraffe et al. 2009; Hosokawa et al. 2011; Dunham & Vorobyov 2012). This has strong consequences for the stellar evolutionary tracks and therefore the inferred physical properties of the star (Baraffe et al. 2009, 2012; Hosokawa et al. 2011). Finally, it controls the level to which planet formation affects stellar surface composition,
as suggested from observations (Ramírez et al. 2009, 2011; Meléndez et al. 2009) or theoretical models (Chambers 2010; Guillot et al. 2014).

In this article, we wish to understand what controls the evolutionary tracks on the PMS, explain apparent differences seen in published results, and obtain limits on physically plausible evolutionary tracks from observational constraints. In a subsequent article, we will attempt to understand what controls the evolution of radiative and convective zones in PMS stars.

This paper is organized as follows. In Sect. 2, we describe our physical model and computation method for simulating the PMS evolution including accretion. In Sect. 3, we examine how, and to what extent, energy losses during accretion control PMS evolution. We also identify deuterium as playing a leading role in this evolution phase despite its fast burning nature. In Sect. 4, we explore the dependence on the entropy of accreting matter. In Sect. 5, we compile the results of Sects. 3 and 4 to evaluate observational constraints and observational consequences. Our results are summarized in Sect. 6.

2. Method

2.1. Stellar evolution code

Our evolution models are calculated for spherically symmetric single stars without strong magnetic fields or rotation, but including accretion from a small initial seed. We use the one-dimensional stellar evolution code MESA version 6596 (Paxton et al. 2011, 2013, 2015) and refer to the Paxton et al. papers for full details of the computational method.

The code numerically solves the equations of continuity, momentum, energy, temperature gradient, and composition. We assume the hydrostatic equilibrium for the momentum equation. The temperature gradient is determined by the mixing length theory of Cox & Giuli (1968) and Henyey et al. (1965). The Ledoux criterion of convection is used. The composition is changed by thermonuclear reaction and diffusion. The diffusion coefficient is given by the mixing length theory and overshooting of Herwig (2000), in which the diffusion coefficient exponentially approaches zero in the radiative zone from the boundary with the convective zone. We use the mixing length parameter, \( \alpha_{\text{MLT}} = 1.90506 \), which is the ratio of the mixing length to the pressure scale height, and the overshooting parameter, \( f_{\text{ov}} = 0.0119197 \), which determines the extent of the overshooting region (see Eq. (9) of Paxton et al. 2013) (see Appendix A).

We use the radiative opacity of Seaton (2005, OP) and Ferguson et al. (2005) for the temperature range below 10^4 K, and the electron conduction opacity of Cassisi et al. (2007). We adopt the MESA default version of the equation of state; we basically follow the OPAL EOS tables (Rogers & Nayfonov 2002) and SCVH tables (Saumon et al. 1995).

2.2. Thermonuclear reactions

Pre-main-sequence stars ignite light elements such as deuterium and lithium when the central temperature exceeds \( \sim 10^6 \) and \( \sim 3 \times 10^6 \) K, respectively. The deuterium burning is as follows:

\[
\text{D} + \text{H} \rightarrow \text{He} + \gamma.
\]

This is a strongly exothermic reaction, which produces 5.494 MeV via one reaction. Although the lithium burning produces more energy by a factor of about three, it does not affect the evolution owing to a \( \sim 10^3 \) times smaller abundance (Grevesse & Sauval 1998). We use the thermonuclear reaction rates of Angulo et al. (1999, NACRE). Main-sequence (MS) stars ignite hydrogen when temperature exceeds \( \sim 10^7 \) K.

2.3. Chemical composition

The initial mass fractions of hydrogen, helium, and metals are denoted by \( X_{\text{ini}}, Y_{\text{ini}}, \) and \( Z_{\text{ini}} \), respectively. We choose the input parameters that reproduce values of the present-day Sun estimated by helioseismic and spectroscopic observations (see Appendix A). We conducted a \( \chi^2 \) test and used the following converged input parameters: \( X_{\text{ini}} = 0.70046, Y_{\text{ini}} = 0.27948 \) and \( Z_{\text{ini}} = 0.02006 \). We assume \( ^1\text{He} / ^2\text{He} = 10^{-4} \), similar to the value in the Jovian atmosphere (Mahaffy et al. 1998). We use the composition of metals of Grevesse & Sauval (1998).

As described in the previous section, the deuterium content is a key parameter for the PMS evolution. In this study we use the mass fraction of deuterium, \( X_D \), and our fiducial \( X_D = 20 \text{ ppm} (\text{parts per million}, 10^{-6}) \), which is an interstellar value. However, the interstellar \( X_D \) remains uncertain. Thus we explore the consequences of varying the deuterium content in Sect. 3.3.

Finally, the accreting gas is assumed to have constant composition with time. Importantly, this includes fresh deuterium, which is added to the outer layers. Since deuterium is quickly burned in the stellar interior, this is an important factor governing the evolution on the PMS. The deuterium abundance profile is calculated by accounting for diffusion.

2.4. Initial conditions

Stars are formed by the collapse of molecular cloud cores through a number of stages (e.g., Larson 1969; Winkler & Newman 1980; Inutsuka 2012). As the collapse of a molecular cloud core proceeds, the central density increases and the central region becomes adiabatic. After the first hydrostatic core is formed, the dissociation of hydrogen molecules causes the second collapse after the central temperature exceeds \( \sim 2000 \) K. As a result of the second collapse, the central temperature increases and eventually a second hydrostatic core is formed.

In this paper, we focus on the evolution after the formation of the second core. This second core is only about a Jovian mass (\( M_{\text{Jup}} \)) initially, and most of the mass is thus accreted in a subsequent phase. As accretion is progressively suppressed, the star enters its quasi-contraction phase, increases its central temperature, and eventually becomes a main-sequence star.

In this paper, we set our fiducial values of the initial mass and radius as 0.01 \( M_{\odot} \) and 1.5 \( R_{\odot} \), respectively, following Stahler et al. (1980) and Hosokawa et al. (2011, hereafter HOK11). This choice is essentially driven by convergence issues with MESA at low masses. However, our fiducial initial mass is higher than the second core mass, which is derived by radiation-hydrodynamic simulations (~1–4 \( M_{\text{Jup}} \); e.g., Masunaga & Inutsuka 2000; Vaytet et al. 2013). Therefore initial seeds in the present work correspond to slightly evolved protostars from second cores. As discussed by Baraffe et al. (2012, hereafter BVC12), the values of the initial seed mass and radius set the entropy of the forming star and therefore its subsequent evolution. We show in Appendix D that for ranges of masses between 1 and 4 \( M_{\text{Jup}} \), the range of radii when the mass attains 0.01 \( M_{\odot} \) is between 0.25 \( R_{\odot} \) and 1.5 \( R_{\odot} \). Our fiducial value of 1.5 \( R_{\odot} \) therefore corresponds to a high initial value of the entropy of the star. In Sect. 3.4 we explore the consequences of variations of the initial radius down to 0.25 \( R_{\odot} \).
2.5. Mass accretion

The collapse of the molecular cloud core yields an accretion rate \( \dot{M} \sim c_s^2 / G \), where \( c_s \) is the characteristic speed of sound in the cloud (e.g., Shu 1977; Stahler et al. 1980). For molecular cloud temperatures \( T \sim 30 \) K, this implies \( \dot{M} \approx 10^{-5} M_\odot/\text{yr} \), which is our fiducial accretion rate. The accretion onto the star is however mostly determined by the angular momentum of the collapsing gas and formation of a circumstellar disk (e.g., Hueso & Guillot 2005; Vorobyov & Basu 2010; Inutsuka et al. 2010; Martin et al. 2012). It can be strongly variable (episodic), as observed in FU Ori.

Our fiducial accretion rate is \( \dot{M} \approx 10^{-5} M_\odot/\text{yr} \) but we explore the effect of varying this rate in Sect. 3.2. We stop mass accretion abruptly when the stellar mass reaches the final mass, \( M_{\text{fin}} \).

2.6. Modeling the consequences of accretion

The consequence of accretion onto the forming star is of course an increase of its mass, but this accretion also modifies the stellar environment and its radiation to space and delivers energy to the star. Accretion also delivers fresh deuterium, which is an important source of combustible material.

It is difficult at this point to model the problem in its full complexity, in particular, because this should involve accounting for the angular momentum of material in the molecular cloud core, its magnetic field, the presence of outflows, and the particular geometry that arises from the birth of a circumstellar disk. Instead, we adopt a simple parametric approach inspired by the work of Baraffe et al. (2009, hereafter BCG09).

First, we assume that the specific entropy of the accreting material is the same as that at the stellar surface. This follows from Hartmann et al. (1997) estimate that, in the case of accretion from disk to protostar, any entropy (equivalent temperature) excess would be quickly radiated to space because, especially in the presence of an inner cavity, the optical thickness toward the stellar interior is much larger than toward the disk. In practice, this treatment is favorable to the computational convergence. We point out that validating this hypothesis would require a multidimensional radiation-hydrodynamic simulation beyond the scope of the present work.

Second, we parametrize the heat injected by the accreting material as

\[
L_{\text{add}} = \xi GM_\star M / R_\star, \tag{1}
\]

where \( M_\star \) and \( R_\star \) are stellar mass and radius, respectively, and energy constraints impose that \( \xi \) is such that \( 0 \leq \xi \leq 1 \). In situations in which radiation to space is favored (e.g., when accreting from a disk with an inner cavity), we expect a low value of \( \xi \). Even when this is not the case, Stahler et al. (1980) show that radiative transfer considerations impose that \( \xi \leq 3/4 \) in the spherical accretion. If materials accrete onto the star through an active Keplerian disk, the upper limit of \( \xi \) should be 0.5 owing to the radiative cooling from the disk surface. If the star rotates rapidly, a large fraction of gravitational energy can be stored in the rotational energy and then \( \xi \) is decreased. Therefore, in practice we opt for \( \xi = 0.5 \) as a realistic upper limit for what we call “hot accretion”. We label simulations with \( \xi = 0 \) as “cold accretion” simulations and we label as “warm accretion” simulations all cases where \( 0 < \xi < 0.5 \).

Third, we use two simple models to parametrize how the energy enters the stellar interior. The first is the uniform model, which is adopted by Baraffe & Chabrier (2010, hereafter BC10), and in which \( L_{\text{add}} \) is distributed uniformly and instantaneously within the entire star. The energy deposited per unit mass is thus

\[
\varepsilon_{\text{add}}^{(\text{uniform})} = \frac{L_{\text{add}}}{M_\star}. \tag{2}
\]

The second is the linear model, in which we consider that the accretion energy is deposited only in an outer layer of relative mass \( m_{ke} \), such that the accretion energy is zero in the layer from the stellar center to relative mass \( 1 - m_{ke} \) and that it increases linearly with mass until the photosphere. With this assumption, the energy deposited per unit mass is

\[
\varepsilon_{\text{add}}^{(\text{linear})} = \frac{L_{\text{add}}}{M_\star} \max \left( 0, \frac{2}{m_{ke}} \left( \frac{M_r}{M_\star} - 1 + m_{ke} \right) \right) \tag{3}
\]

where \( M_r \) is the mass coordinate and \( m_{ke} \) is expressed as a fraction of the total mass of the star at time \( t \) so that \( 0 < m_{ke} \leq 1 \). In both cases, \( \varepsilon_{\text{add}} \) satisfy the relation \( \int \varepsilon_{\text{add}} dM = L_{\text{add}} \).

The energy conservation equation thus is written

\[
\frac{\partial L}{\partial t} = \varepsilon_{\text{nuc}} - \left( \frac{T}{m_\star} \frac{\partial S}{\partial t} \right)_{\text{add}} + \varepsilon_{\text{add}}, \tag{4}
\]

where \( L \) is the luminosity, \( T \) its temperature, \( S \) its specific entropy, \( t \) time, and \( \varepsilon_{\text{nuc}} \) is the energy production rate from thermonuclear reactions in the shell.

The uniform model thus corresponds to the case studied by BC10 in which \( L_{\text{add}} \) is distributed uniformly and instantaneously within the entire star. In the linear model, we consider that the accretion energy is deposited preferentially in the outer layers of the star and that this energy deposition is linear in mass over a shell of mass \( m_{ke} \) (with mass expressed as a fraction of the total mass of the star at time \( t \)).

BC10 justify the uniform model by the fact that low-mass (\( \lesssim 5 M_\odot \)) stars are fully convective during their PMS stage and that convection may rapidly deliver the accretion energy into the deep interior. We believe that its efficient transport of energy (or equivalently entropy) is probably unrealistic owing to the difficulty in transporting energy into a star. Furthermore, the generation of heat at the surface of accretion flows can potentially hinder convection, thereby preventing any uniform entropy mixing, as recently found by two-dimensional hydrodynamic simulations with high accretion rates (Geroux et al. 2016). The linear model is hence a highly simplified but useful parametrization that allows us to explore the consequences of a penetration of the accretion energy only to a fraction of the radius of a star.

In the case of hot accretion, HOK11 adopt a different approach; they do not consider that accretion energy can be transported inward but instead adopt an outer boundary condition to account for the heat generated by accretion (see Hosokawa & Omukai 2009). In principle, this should be a better approach. However, the approach remains one-dimensional and is not parametrized. It does not include the possibility that part of the energy may be transported to deeper levels in an non-radiative way. We therefore believe that the different approaches are complementary.

Numerically, evaluating the thermodynamic state of the accreting material requires careful consideration. The mass increase is performed within MESA using an “Eulerian” scheme (Sugimoto & Nomoto 1975). MESA originally treated the thermodynamic state of the accreting material with compressional
Table 1. Input parameters.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>This study</th>
<th>BC10$^a$</th>
<th>HOK11$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial mass, $M_{\text{ini}}$ [$M_\odot$]</td>
<td>0.01</td>
<td>0.0095</td>
<td>0.01</td>
</tr>
<tr>
<td>Initial radius, $R_{\text{ini}}$ [$R_\odot$]</td>
<td>1.5</td>
<td>N/A</td>
<td>1.5</td>
</tr>
<tr>
<td>Final mass, $M_{\text{fin}}$ [$M_\odot$]</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
</tr>
<tr>
<td>Mass accretion rate, $\dot{M}$ [$M_\odot$/yr]</td>
<td>$10^{-4}$</td>
<td>Episodic</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>Deuterium mass fraction, $X_D$ [ppm]</td>
<td>20</td>
<td>20</td>
<td>35</td>
</tr>
<tr>
<td>Heat injection efficiency, $\xi$</td>
<td>Uniform (mC5-C$^c$)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Heat injection region</td>
<td>Uniform (mC5-C$^c$)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mixing length parameter, $\alpha_{\text{MLT}}$</td>
<td>1.905</td>
<td>1.0</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Notes. The values used by default in this work are highlighted in boldface. The other values described below are used in Sects. 5.1.4 ($R_{\text{ini}}$), 3.5 ($M_{\text{ini}}$), 3.2 ($\dot{M}$), 3.3 ($X_D$), 4.1 ($\xi$), and 4.2 ($m_{\text{ini}}$). $^{(a)}$ Parameter values corresponding to the blue long-dashed line in Fig. 2 of Baraffe & Chabrier (2010). $^{(b)}$ Parameter values for the “mC5-C” case of Hosokawa et al. (2011). $^{(c)}$ The duration of accreting phase is 0.99 $\times$ 10$^5$ yr for the fiducial values of the accretion rate, initial mass, and final mass. $^{(d)}$ See Sect. 3.2.

We compare our results with two particular evolutionary models from previous studies (BC10 and HOK11) in Sect. 3.6.

3. Evolution in the context of a “cold” accretion

In this section we describe the resulting PMS evolution in the context of a “cold” accretion of material, i.e., in the extreme case when all of the accretion energy is radiated away (i.e., $\xi = 0$ in Eq. (1)).

Figure 1 shows how the radius changes with time in the cold accretion case and with our fiducial settings (see Table 1). As described in more detail in Appendix B, the evolution can be split into five phases: (I) the contraction phase; (II) the deuterium-burning phase; (III) the second contraction phase; (IV) the swelling phase; and (V) the main sequence. The contraction seen in phase (I) is induced by mass accretion with the same entropy as the star. Phase (II) begins when the internal temperature becomes high enough to start burning pre-existent deuterium, resulting in an expansion. With a decrease in the deuterium content, we enter phase (III) in which mass accretion again dominates over deuterium burning and the star contracts. After mass accretion is completed, the star expands owing to a change of its internal entropy profile. Eventually, after $\sim$2 $\times$ 10$^7$ yr, it enters the main sequence. Starting from a different initial condition (e.g., a smaller initial radius) does not change the sequence, but it alters the duration and characteristics of the star before it reaches the main sequence.

After presenting the main differences between classical evolution models and those in the context of cold accretion (Sect. 3.1), we examine the influence of mass accretion rate, deuterium content, final stellar mass, and initial conditions in Sects. 3.2–3.5. We compare our results against previous studies in Sect. 3.6.

3.1. Cold versus classical models

We now compare the radius evolution in the case of cold steady accretion with that in the classical model. Figure 2a shows that the stellar radius in the case of low-entropy accretion is one order
of magnitude smaller than in the classical evolution case. Classically, a spherically symmetrical accretion prevents radiative losses implying a large stellar entropy and therefore a large radius. Following Stahler & Palla (2005), we adopt for the classical evolution case an initial radius of $4.92R_\odot$ at $10^5$ yr. When radiative cooling of accreting materials is allowed, the resulting specific entropy is much smaller, which yields a smaller protostar. Moreover, in the case of the low-entropy accretion, the MS starts at about 20 million years, which is faster than the classical evolution case by a factor of about two. This difference comes from the smaller thermal timescale in the stellar interior because of the smaller radius in the case of low-entropy accretion.

The pre-main-sequence evolutionary tracks for a $1M_\odot$ star in the classical, non-accreting case and in the cold accretion scenario are shown in Fig. 2b. The tracks are drastically different. In the classical case, the star starts with a high entropy, then evolves along the almost vertical Hayashi track until it reaches the horizontal Henyey track in the Herzsprung-Russell (H-R) diagram. In the cold accretion scenario, the initial evolution in the H-R diagram is nearly horizontal because the accretion does not inject energy and both the entropy and intrinsic luminosity remain small. The implications of these results, including the dependence on $\xi$, are discussed in Sect. 5.

We point out that the evolutionary track in the cold accretion case in Fig. 2b does not include the accretion luminosity. Once the star moves out of the class I phase and becomes a visible T-Tauri star, its accretion luminosity is easily distinguished from its intrinsic luminosity in the spectral energy distribution because it is emitted in the UV or X-rays rather than in the visible. However, in the embedded phase, the accretion luminosity is reabsorbed by the surrounding molecular cloud and re-emitted at longer wavelengths, making the distinction with the intrinsic luminosity impossible. In that case, its location in the H-R diagram should be shifted upward (HOK11).

In the following three sections, we explore the consequences of changing the accretion history, deuterium content, initial entropy, and final mass. The other parameters are set to be the fiducial values listed in Table 1.

---

**Fig. 1.** Evolution of radius (solid line) and mass (dashed) in the cold accretion limit ($\xi = 0$) and under the fiducial conditions listed in Table 1. The five main evolution phases are labeled as follows: (I) the contraction phase; (II) deuterium-burning phase; (III) second contraction phase until the accretion is completed; (IV) swelling phase; and (V) main sequence from $\sim 2 \times 10^5$ yr.

**Fig. 2.** Radius evolution (top panel) and evolutionary tracks in the H-R diagram (bottom) comparing the cold accretion (solid line) with the classical $1M_\odot$ evolution (dashed). The filled square indicates the initial location, the triangle indicates the stellar mass at $0.1M_\odot$, and the circle indicates the end of accretion. The non-accreting classical evolution, whose initial radius is assumed to be $4.92R_\odot$, as shown by the asterisks, starts at $0.99 \times 10^5$ yr to compare the evolution. At $10^5$ yr, the radii are about one order of magnitude different. In the classical model the star evolves along the Hayashi and Henyey tracks, whereas in the cold accretion model the evolution is roughly horizontal in the H-R diagram. Although the deuterium burning slightly increases the luminosity where $\log T_{\text{eff}} = 3.5$, it is much smaller than the Henyey track of the non-accreting $1M_\odot$ star.

### 3.2. Dependence on mass accretion rate

As described in Sect. 2.5, the accretion rate onto the star can be highly time dependent and variable from one star to the next. We calculate the evolution varying mass accretion rate, ranging from $10^{-4}$ to $10^{-6} M_\odot$/yr, and time variability; i.e., the episodic accretion following the pioneering works of BCG09, BC10 and HOK11. For episodic accretion, we adopt the parameters of BC10 on the basis of hydrodynamic simulations by Vorobyov & Basu (2005).

We confirm the findings of BCG09 and HOK11 that the variation of the accretion rate only has a moderate impact on the evolution. The difference in radii for the same mass is at most $0.2R_\odot$ even for accretion rates that differ by two orders of magnitude. As described afterward, this is much smaller than the difference from other effects (the deuterium content $X_D$ and the heat injection efficiency $\xi$). The evolutionary tracks are also hardly affected by the variation of the accretion history. We stress that
3.3. Dependence on deuterium content

The PMS evolution is controlled by deuterium burning when it occurs vigorously (i.e., during phase II in Sect. 3). The deuterium content can largely differ from star to star because of galactic evolution or the local environment. We now explore how PMS evolution is affected by deuterium content.

This was already investigated by Stahler (1988) who concluded that the radius is only moderately affected by deuterium content. For example, when stars become 1 $M_\odot$, the radii are only increased by a factor of $\approx 1.6$ from a deuterium-free star to the case with $X_D = 35$ ppm. However, since they assumed a spherical accretion, this study is to be re-examined in the framework of low-entropy accretion.

First we summarize the currently available values of the deuterium content\(^2\). The primordial value at the beginning of the universe is $X_{D,\text{prim}} \simeq 35.8 \pm 2.5$ ppm (Steigman 2006), the indirectly\(^3\) estimated value of the protosolar nebula is $X_{D,PSN} = 28.0 \pm 2.8$ ppm (Asplund et al. 2009), and the present-day value of the local interstellar medium varies widely from $X_{D,\text{ISM}} = 13.7 \pm 5.3$ ppm (Hébrard et al. 2005) to at least $32.3 \pm 3.4$ (Linsky et al. 2006). Classical studies, such as Stahler et al. (1980), used a higher value ($X_D = 35$ ppm) based on classical observations of local interstellar media (e.g., Vidal-Madjar & Gry 1984).

Although these values still remain uncertain to some extent and, in particular, $X_{D,\text{ISM}}$ is still under debate (see Steigman 2006; Linsky et al. 2006; Prantzos 2007), they suggest that the deuterium content evolves with time. Considering that $X_{D,PSN} = 28$ ppm at 4.57 Gyr ago, we assume that the deuterium content of present-day star-forming regions may be as low as 20 ppm and use that as our fiducial value. In addition to the time evolution, the deuterium content may show a wide range of values depending on the environment. For example, for stars formed from a cloud strongly affected by winds from nearby evolved stars, we could expect a smaller deuterium content than for other stars. It is therefore important to examine how variations in the deuterium fraction affect the PMS evolution of stars. In order to do so, we use the fiducial settings but vary the D/H ratio.

Figure 3 shows the radius evolution and evolutionary tracks with the different deuterium mass fraction from zero to 40 ppm, where the upper limit is set by the cosmic primordial value. Whereas the evolution before deuterium burning is totally independent of the deuterium content, we see that the tracks deviate after deuterium fusion sets in. For example, in the case $X_D = 40$ ppm, the radius and luminosity are up to $4$ and $\sim 30$ times larger, respectively, than for the deuterium-free case. With the largest deuterium content, $L_{\text{nuc}}$ exceeds $\frac{1}{4}L_{\text{acc}}$ for a longer period of time and then the star becomes larger (see Eq. (B.4)), where $L_{\text{acc}} \equiv GM_*M/R_*$ is the gravitational energy of the accreting material and $L_{\text{nuc}}$ is the energy production rate by thermonuclear reaction. Evolutionary tracks are also largely different depending on $X_D$ in the region where $\log T_{\text{eff}} \gtrsim 3.48$, i.e., $T_{\text{eff}} \gtrsim 3000$ K. These large differences illustrate the importance of the deuterium content on the PMS evolution.

In the extreme case $X_D = 0$, the star keeps shrinking even after $10^4$ yr. Just before the accretion is completed at $10^8$ yr, the radius becomes $\sim 0.3 R_\odot$ and eventually the star slightly expands. This expansion results from hydrogen burning due to sufficiently high central temperature even before the accretion is completed.

We thus find that the deuterium content affects low-entropy accretion evolution more strongly than found by Stahler (1988) with spherical accretion. This is because the total energy injected by accretion, $E_{\text{acc}} = \int L_{\text{add}} \, dr$, exceeds the total energy generated by deuterium burning, $E_D = q_d X_D M_{\text{in}}$, where $q_d = 2.63 \times 10^{15}$ erg g$^{-1}$ is the energy released by deuterium fusion per gram of deuterium, when

$$\xi \gtrsim 0.05 \left( \frac{X_D}{20 \text{ ppm}} \right) \left( \frac{\bar{R}}{R_\odot} \right) \left( \frac{M_{\text{in}}}{M_\odot} \right)^{-1},$$

where $\bar{R}$ is the time-averaged stellar radius. In spherical accretion, $E_{\text{acc}}$ always dominates $E_D$ and the difference in deuterium content is less pronounced. The reverse is true in the case of cold accretion, implying changes in the radii by up to a factor 3 and in

\(^2\) These values are estimated using the number ratio of the deuterium over hydrogen, (D/H). Since the hydrogen mass fraction $X \approx 0.7$ and the mass ratio of deuterium to hydrogen is about two, $X_D \approx 1.4(D/H)$.

\(^3\) Two methods may be used to constrain the protosolar deuterium abundance: using either the deuterium content in the Jovian atmosphere (Lellouch et al. 2001; Guillot 1999) or the enhanced $^4$He measured in the solar wind and compared to the Jovian atmosphere (Heber et al. 2008).
luminosity by up to 2 orders of magnitude between the extreme \(X_D\) values.

3.4. Dependence on initial conditions

So far we have assumed that our initial stellar seed is characterized by 1.5 \(R_\odot\) and 0.01 \(M_\odot\). As pointed out by HOK11, since the entropy of accreting materials is related to the stellar entropy in our prescription (see Sect. 2.6), the initial conditions affect the evolution (see also Hartmann et al. 1997). This is also pointed out by BVC12 who stress the importance of the initial seed mass in the subsequent PMS evolution. Here, for computational reasons, we choose to vary the initial entropy (i.e., radius) instead of the initial mass. As discussed in Appendix D, the approach is equivalent with the current uncertainties in stellar seed masses leading to values of the radius at 0.01 \(M_\odot\) between 0.25 \(R_\odot\) and 1.5 \(R_\odot\).

In Fig. 4, we show the evolutionary tracks of accreting proto-stars with brown-dwarf masses obtained with \(R_{\text{ini}}\) from 0.25 \(R_\odot\) to 3 \(R_\odot\) and \(X_D = 20\) ppm and 35 ppm. We do not show the results for \(R_{\text{ini}} \gtrsim 3 R_\odot\) since these are similar to the \(R_{\text{ini}} = 3 R_\odot\) case because of their short K-H timescale. Like HOK11 (see their Figs. 5–7), we confirm that different \(R_{\text{ini}}\) values can produce a scatter in the low-temperature region (by up to a 1.5 dex difference in luminosity), which cannot be produced by a varying deuterium abundance. Separately, we note that changing the initial conditions results in deuterium fusion setting in at a different stellar mass (0.08 and 0.03 \(M_\odot\) for \(R_{\text{ini}} = 1.5\) and 0.25 \(R_\odot\), respectively; see Fig. D.1).

We see that the evolutionary track with \(R_{\text{ini}} = 0.25 R_\odot\) and \(X_D = 20\) ppm is characterized by a very low luminosity. The main reason for the small luminosity is the small entropy of both an initial seed and accreting materials. In the cold accretion cases, the entropy of the accreting material is assumed to be the same as the stellar entropy (see Sect. 2.6). Moreover, the effect of deuterium burning has less impact in this case. The star expands in \(T_{\text{eff}} \approx 2500–2900\) K because of deuterium burning and luminosity increases. However the duration of the expansion phase is shorter than the other cases because of the large accreting material’s gravitational energy, \(L_{\text{acc}}\). As described in Appendix B, stars expand when \(L_D > \frac{1}{2}L_{\text{acc}}\) (Eq. (B.4)). Hence the larger \(L_{\text{acc}}\) makes the expansion phase (phase II in Sect. 3) shorter and the stellar radius and luminosity remain small (see also BVC12).

3.5. Evolution tracks for different final masses

In this section we focus on the evolution of stars with varying masses. Apart from the final masses, the settings are the same as the fiducial values listed in Table 1. The cold accretion evolution of stars with masses of 0.05, 0.1, 0.3, 1, and 1.5 \(M_\odot\) are shown in Fig. 5. Low-mass stars contract for a long time because of their long K-H timescale. For example, stars with 0.1 and 0.3 \(M_\odot\) enter their MS at \(10^3\) and \(3 \times 10^4\) yr, respectively. During the first million years of evolution, Fig. 5 shows that the size of stars undergoing cold accretion is not a monotonic function of mass. For example, a 0.1 \(M_\odot\) star expands just after accretion ceases due to deuterium burning and becomes larger than the other stars considered here for some time. On the other hand, a 0.05 \(M_\odot\) star contracts monotonically and even more after \(\approx 1–2\) million years when all deuterium has been consumed. Higher mass stars (1.0, 1.5 \(M_\odot\)) expand just after accretion has stopped because of hydrogen burning.

3.6. Comparison with previous studies

Here we compare our results with the studies of BC10 and HOK11. We use two particular examples: the long-dashed line in Fig. 2 of BC10 (episodic and cold accretion) and the case of “mC5-C” in HOK11 (steady and cold accretion). The other settings are summarized in Table 1. Quantitatively, their results differ: HOK11 obtain radii that are often about two times larger than those of BC10. For example, in HOK11, the radius when \(M_* = 0.9 M_\odot\) is \(\sim 1.3 R_\odot\) (see their Fig. 2) while for the same mass, it is \(\sim 0.6 R_\odot\) in BC10.

An important difference between these calculations is that the assumed deuterium contents differ by a factor 1.75. As shown in the previous section, this difference has a large impact on the evolution (see Fig. 3). Figure 6 compares the radius evolution in BC10 and HOK11 to our calculations with the same hypotheses. Given the fact that different stellar models are used (including different values of \(\Omega_{\text{MLT}}\) – see Table 1), there is excellent agreement between our calculations and those of BC10 and HOK11. The difference between the former and the latter is indeed caused by the different assumed deuterium abundances, \(X_D = 20\) ppm and 35 ppm, respectively. The figure also compares two calculations with episodic and steady accretion for \(X_D = 20\) ppm. The difference between these two calculations is much smaller than between calculations with different deuterium abundances: the evolution of the PMS star is principally governed by the mean accretion rate and by the deuterium abundance of accreted material and much less by the nature (steady or episodic) of the accretion.

4. Hot and warm accretion

In this section we explore how heat injection by accretion affects stellar evolution. First, we assume that accretion energy is redistributed uniformly in the star and examine variations with different \(X_D\). The luminosity in the present paper is always the stellar intrinsic luminosity and does not include the accretion luminosity emitted from the shock surface.
the accretion efficiency parameter $\xi$ defined in Eq. (1). Then, we examine, with the parameter $m_{\text{ac}}$ (see Eq. (3)), how assumptions concerning where the accretion energy is released affect the PMS evolution tracks. In this section the parameters other than $\xi$ and $m_{\text{ac}}$ are set to their default values (see Table 1).

4.1. Early evolution with a varying $\xi$

Figure 7 shows the evolution tracks obtained with the heat injection parameter in the range $\xi = 0$–0.5. When comparing simulations with $\xi = 0.5$ and $\xi = 0$, the radii differ by 1 order of magnitude and the luminosities differ by 2 orders of magnitude. These differences in evolutionary tracks are larger and concern a wider range of effective temperatures than those due to a different deuterium content. Thus, the most important parameter controlling the PMS evolution is the amount of heat injected by accretion.

The evolutionary track of accreting stars corresponds to the “birthline” proposed by Stahler (1983). As BVC12 pointed out, Fig. 7b shows that the birthlines strongly depend on heat injection $\xi$, implying that the concept of a definitive birthline may be elusive. The radius when the accretion is completed (i.e., at $10^5$ yr) in the case of $\xi = 0.5$ is almost the same as obtained by Stahler & Palla (2005) for spherical accretion. Figure 7a shows that before deuterium burning (at $10^4$ to $10^5$ yr), the radius initially increases for $\xi = 0.5$, decreases slightly for $\xi = 0.1$, and shows a pronounced decrease for $\xi \leq 0.05$. Again, this behavior can be understood using the energy equation as in Appendix A. The situation corresponds to a case when nuclear reactions and radiative cooling may be neglected (i.e., $L_{\text{nuc}}, L_* \ll L_{\text{acc}}$). The energy equation may thus be shown to yield

$$\frac{\dot{R}}{R_*} = \left(2 - \frac{1 - \xi}{C}\right) \frac{M}{M_*},$$

(6)

where $C$ is a constant as a function of the specific heat ratio and the polytropic index (see Appendix C). Therefore, the radius should be constant if $\xi = 1 - 2C$. In the case of a fully convective star with monoatomic gas ($C = 3/7$), the critical $\xi$ for the constant radius is $1/7$.

In a second phase, for $\xi \leq 0.1$, deuterium burning sets in and leads to a limited increase of the stellar radius. However, this does not occur in the case of $\xi = 0.5$. First, in this case, deuterium fusion starts only at $1.2 \times 10^3$ yr, i.e., after the accretion is completed because of the low central temperature during the accreting phase due to the large radius. Moreover, since $L_{\text{nuc}}$ does not exceed $L_*$, deuterium burning only delays the contraction from radiative cooling, and the star does not expand (see Appendix C and Eq. (C.7)).

4.2. Importance of the location of heat injection

So far, we assumed a uniform distribution of injected heat as in BC10 (see Eq. (2)). However, this assumption may not be valid, especially in stars with a large radiative core. Moreover, as described in Sect. 2.6, recent radiation-hydrodynamic simulations by Geroux et al. (2016) showed that the uniform heat redistribution may not be accurate. We now examine the case in which the accretion heat is injected only in surface regions (see Eq. (3)). Figure 7b shows that the evolution of an accreting solar-mass star strongly depends on the assumed location of the heat injection region. In the case of $\xi = 0.05$ (blue lines), the luminosity
with $m_{\text{ac}} = 0.1$ is up to about one order of magnitude larger than the case of the uniform distribution and is almost the same as the case with $\xi = 0.3$ and uniform distribution. This dependence mainly comes from the assumption that the entropy of accreting materials are the same as the stellar surface (see Sect. 2.6). If $m_{\text{ac}}$ is small and $\xi > 0$, the accretion heat is injected only in the outer envelope. This causes $\epsilon_{\text{add}}$ to be large at these locations, which, according to Eq. (4), leads to an increase of the stellar luminosity and hence of the specific entropy in this region. The surface entropy then becomes larger than in the case of a large $m_{\text{ac}}$, or equivalently, of a uniform injection of accretion heat. The assumption that any added mass has the same entropy as the stellar photosphere effectively leads to accreting material with a higher entropy and therefore to a larger radius.

The assumptions of a uniform or linear injection of accretion energy and of continuity of entropy between the photosphere and accreted material are questionable. However, we can see that the uniform model with low $\xi$ effectively represents one low extreme model. For high $\xi$ values ($\xi \gtrsim 0.3$), we expect evolution models to evolve very rapidly initially, losing memory of the initial conditions and resembling standard evolutionary tracks. In that sense, although radiation hydrodynamic simulations would be desirable, the uniform model defined by Eq. (2) is a useful simplification to represent possible evolutionary tracks.

5. Implication for the evolutionary tracks in the H-R diagram

In this section we compare our results with observations in the H-R diagrams. We now turn to isochrones by integrating the evolutions of various final masses as shown in Sect. 3.5. We give special attention to whether these new evolutionary tracks can explain the luminosity spread problem for young stellar objects (YSOs), i.e., the fact that for a given cluster, stars are spread over a relatively wide range of luminosities instead of forming a well-defined luminosity-effective temperature relation as would be expected for stars of similar ages and compositions. Although the consequences of accretion in the H-R diagrams have been investigated by previous works (BCG09, HOK11 and BVC12), we choose here to attempt to constrain the values of $\xi$ that are in agreement with the observations of young clusters.

5.1. The PMS luminosity spread problem

5.1.1. Observational constraints

The luminosity spread of PMS stars has been a matter of debate for decades (see the review of Hillenbrand 2009; Jeffries 2012; Soderblom et al. 2014). This spread is seen almost ubiquitously in star-forming regions and young clusters. Three types of explanations have been proposed: (i) observational or astrophysical uncertainties (e.g., Hartmann 2001); (ii) an intrinsic age spread (e.g., Palla & Stahler 2000; Inutsuka et al. 2015) and (iii) physical processes (e.g., Chabrier et al. 2007; Baraffe et al. 2009). Determining the reason for this spread is important for our understanding of star formation.

It is difficult to determine the luminosity of young PMS stars because it is subject to the observational (e.g., differential extinction, reddening, distance, and cluster membership) and astrophysical (e.g., circumstellar material and its accretion, unresolved binary and variability) uncertainties (e.g., Hartmann 2001). However, the contribution to the luminosity spread by each uncertainty has been quantitatively estimated (e.g., Reggiani et al. 2011; Burningham et al. 2005) and various authors claimed that the sum of their contributions is smaller than the observed luminosity spread. Moreover, Jeffries (2007) found that the projected radii, which are less affected by observational uncertainties, instead of luminosities, also spread widely. These results suggest that the luminosity spread is genuine.

A luminosity spread of 0.2-0.3 dex would correspond to a ~0.4 dex spread in the ages of PMS stars. This could be explained theoretically, for example, Inutsuka et al. (2015) propose that stars are formed by the recurrent compressions by expanding bubbles and that consequently the members of a cluster are not necessarily formed in a short period of time.

Instead, cold accretion leads to much smaller stellar radii and luminosities than the classical, non-accreting models and can explain the luminosity spread for stars $T_{\text{eff}} \gtrsim 3500\,\text{K}$ (see BCG09; HOK11; BVC12; see also Sect. 3.1). For stars of lower temperatures, the results depend on the size of the assumed seed radius and differ between the different studies (see Sect. 3.4). After showing how the PMS isochrones depend on $\xi$, $X_{\text{D}}$, and $R_{\text{ini}}$, we try to estimate possible values of $\xi$ that are compatible with the observations. In this section, we assume a uniform injection of accretion heat (see Sect. 5.1.5).
5.1.2. Isochrones as a function of assumed $\xi$

In Fig. 8 we compare the PMS stars observed in several young clusters to our theoretical isochrones for the cases $\xi = 0, 0.05, 0.1, \text{and } 0.5$. The remaining parameters are our fiducial values ($X_D = 20 \text{ ppm}$, $R_{ini} = 1.5 R_{\odot}$, and $M_{ini} = 0.01 M_{\odot}$). We use the following observational data of young stars: $\rho$ Ophiuchus (Gatti et al. 2006), $\sigma$ Orionis (Gatti et al. 2008), Taurus and Chamaeleon I (Muzerolle et al. 2005), Taurus-Auriga (Kenyon & Hartmann 1995), and Orion nebula cluster (ONC; Da Rio et al. 2010).

The first panel shows that classical evolutionary tracks with $\xi = 0.5$ would require a large spread of ages to explain all clusters. The ages of stars would need to range between 0.3 and 10 Myr in $\rho$ Oph, ONC, and Tau-Aur and between 1 and 10 Myr in the other clusters to reproduce the observed luminosity spread. Even in that case, a few stars are underluminous and can be explained only by invoking that their luminosity has been underestimated. Gatti et al. (2006) estimated that the errors in the luminosities of these stars is $-0.5 \text{ dex}$, which indeed means that this is a possibility.

Other fixed values of $\xi$ do not allow us to find a better solution. When $\xi = 0.1$, the most luminous stars cannot be explained anymore. When $\xi \leq 0.05$ the slope of the isochrones becomes inconsistent with the ensemble of observational data points. At the same time, the $\xi = 0$ isochrones are characterized by very low luminosities and can explain the stars with the lowest luminosities observed in $\rho$ Oph.

Conversely, if one assumes that stars within a cluster are coeval, a distribution of the values of $\xi$ within a cluster can be invoked to explain the luminosity spread, as proposed by BCG09, HOK11, and BVC12. However, this approach fails to reproduce the luminosity spread of very-low-mass stars in the Tau and Cha I. We revisit this in Sect. 5.1.4.

5.1.3. Dependence on deuterium content

As described in Sect. 3.3, even the deuterium fraction of the present-day local ISM is still under debate. We now investigate how isochrones depend on deuterium content.

Figure 9 shows 1 Myr isochrones obtained with different values of $\xi$ and with either $X_D = 20 \text{ ppm}$ or 35 ppm. The isochrones obtained $\xi = 0.5$ are almost independent of $X_D$. However, isochrones obtained for $\xi = 0$ differ very significantly when $X_D$ changes. As described in Sect. 3, this is because in the case of cold accretion, deuterium burning regulates the PMS evolution. But Fig. 9 also shows that the isochrones remain almost parallel. For example, the isochrone with $(\xi, X_D) = (0.1, 20 \text{ ppm})$ is very similar to that with $(0, 35 \text{ ppm})$. This is because both $\xi$ and $X_D$ control the specific entropy of the accreted material.

In the context of a variable $\xi$ value, a low abundance of deuterium yields a more important spread of solutions than a high abundance. We do not expect $X_D$ to vary within a cloud because of turbulent mixing. However, if $X_D$ varies from one cluster to the next, this would yield a more important luminosity spread for clusters with low $X_D$ values.

5.1.4. Dependence on initial conditions

As described in Sect. 3.4 in the context of cold accretion, the PMS evolutionary tracks depend on the initial conditions, and in particular on the physical characteristics of the initial stellar seed. In Fig. 10, we show the isochrones obtained with $R_{ini}$ of 0.25 $R_{\odot}$ and 3 $R_{\odot}$, for different values of $\xi$. The comparison of the results with the same $\xi$ and different $R_{ini}$ shows that the dependence on $R_{ini}$ is significant across the entire effective temperature range, except for hot accretion ($\xi \sim 0.5$). The dependence is most important for cold accretion (see dotted lines in Fig. 10) and corresponds to the situation described in Sect. 3.4. For intermediate values $\xi \sim 0.1$ (dotted lines), the dependence on $R_{ini}$ is smaller but still significant. It is most pronounced at small ages ($\leq 1 \text{ Myr}$, which corresponds to the K-H timescale) and for low-mass stars; since the total energy of high-mass stars
We now consider the case of a specific system, the eclipsing binary CoRoT 223992193 (Gillen et al. 2014; Stassun et al. 2014). We expect both stars to have the same age. Therefore, the system

5.2. The case of CoRoT 223992193

We now consider the case of a specific system, the eclipsing binary CoRoT 223992193 (Gillen et al. 2014; Stassun et al. 2014). We expect both stars to have the same age. Therefore, the system
6. Conclusions

The PMS evolution of stars has long been considered a relatively simple theoretical problem governed by the quasi-static contraction of an almost isentropic star. We have seen that this evolution phase may in fact be strongly altered by the fact that the stellar envelope must be accreted onto a protostellar seed and that a significant fraction of the energy may be lost in the accretion shock connected to this process. The goal of this paper was to understand what controls the PMS and to derive constraints from the observations. In order to do so, we used simulations with the stellar evolution code MESA that account for a progressive accretion of material onto a forming star.

We have first shown that beyond classical parameters, such as mass and metallicity, the evolution on the PMS is controlled essentially by three parameters: $\xi$, the efficiency at which the gravitational energy of the accreted material is transformed into internal energy of the star, $X_D$, the mass mixing ratio of deuterium, and the entropy of the initial stellar seed (or equivalently in the present work its radius $R_{ini}$ for a mass of 0.01 $M_\odot$). The parameter $\xi = 0.5$ corresponds to the classical models and lead to the formation of stars with a large radius and entropy and an evolution that is essentially independent of the two other parameters, $X_D$ and $R_{ini}$. Progressively lower values of $\xi$ yield stars with (much) smaller radii and a richer ensemble of possibilities in terms of their evolution. In particular, because the entropy of the accreted material is then effectively smaller, the abundance of deuterium in that material becomes very important in deciding whether stars will expand significantly (high $X_D$ values) or will retain a small size all the way to the main sequence (for $X_D \leq 30$ ppm). We showed that the differences between the results of Baraffe et al. (2009) and Hosokawa et al. (2011) can be accurately reproduced and the results from different choices for $X_D$.

We compared the evolutionary tracks to the observations of several young clusters. We confirmed that the spread in luminosities in each cluster could be explained without invoking an age spread but by instead assuming that $\xi$ could vary from one star to the next. A variation of $R_{ini}$ (i.e., stellar entropy at 0.01 $M_\odot$) is also needed to explain underluminous, cool stars in Tau and Cha I. However, the observations indicate that most stars cannot be too low in entropy when they form. This implies that within the uniform accretion model, we can rule out as unlikely those scenarios with low $\xi$ and $X_D$ values. Specifically, the model with $X_D = 20$ ppm, $R_{ini} = 1.5 R_\odot$, and $\xi = 0.1$ sets a useful boundary: stars can have lower entropies only in relatively rare cases. This means that for a majority of stars, stellar evolution cannot differ from the classical evolution tracks beyond the limit set by this limiting model. On the other hand, because of the multi-parameter dependence, we cannot derive an independent constraint on $\xi$. For example, a model with $X_D = 35$ ppm and $\xi = 0$ is equivalent in terms of entropy and luminosities in the H-R diagram to the $X_D = 20$ ppm and $\xi = 0.1$. We found these constraints to be compatible with the observational constraints from the PMS eclipsing binary CoRoT 223992193. One caveat is that if a significant number of stars in the clusters are affected by observational errors (such as $L_*$, membership), our constraints is changed.

Separately, we found that the possibility of reliably measuring deuterium abundances in clusters would allow testing for inefficient accretion (i.e., $\xi < 0.5$). If this is the case, we would expect the spread in luminosity to be larger in clusters with a lower deuterium to hydrogen ratio. Present observations indicate that $\sigma$ Ori may have a smaller luminosity spread than other clusters. Although many other factors are to be considered, it is possible that this is due to a higher D/H ratio in that cluster.

The PMS evolution of stars is not as simple as once thought and merits further investigation. On the observational side, further insight would be gained through the discovery of more very young eclipsing binaries, the determination of deuterium abundances in clusters, and further observations of young accreting stars. On the theoretical side, the main uncertainties in our calculations are due to extremely simplified outer boundary conditions and the ad hoc prescription used to relate the gravitational energy of the accreted material to the internal energy in the star. Three-dimensional radiation hydrodynamic simulations
of a collapsing molecular cloud core with sufficient resolution to resolve the central stellar seed are needed.

A consequence of this more complex PMS evolution is that the stellar interior is not necessarily fully convective during most of this phase. This may have strong implications to understand the chemical composition of stars and connect measurements of stellar compositions to the formation of planets. We will investigate this issue in our next paper.
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Appendix A: $\chi^2$ test for the input parameters

In this study we chose the input parameters that reproduce the observed solar quantities. In addition to the radius and luminosity, the internal structure and surface composition are constrained by helioseismic and spectroscopic analyses (Bahcall et al. 2005; Basu & Antia 2004; Grevesse & Sauval 1998, and references therein). Although the solar metallicity remains a matter of debate it is beyond the scope of this paper.

We performed a $\chi^2$ test to find the best initial settings using the “Nelder-Mead simplex algorithm” (Nelder & Mead 1965). The input parameters are the initial composition ($X_{\text{ini}}$, $Y_{\text{ini}}$, and $Z_{\text{ini}}$; see Sect. 2.3), the mixing-length parameter, $\alpha_{\text{MLT}}$, and the overshoot mixing parameter, $f_{\text{ov}}$ (Herwig 2000; Paxton et al. 2011, see Sect. 2.1).

We calculated the evolution of 1 $M_\odot$ stars from PMS phase with changing these parameters to minimize the $\chi^2$ value at the solar age, which is assumed to be 4.567 Gyr (Amelin et al. 2007). The results of the $\chi^2$ test listed in Table A.1 are used in this paper.

Table A.1. Results of the $\chi^2$ test to reproduce solar values.

<table>
<thead>
<tr>
<th>Converged input parameters</th>
<th>Target values</th>
<th>Converged values at solar age</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_{\text{surf}}$</td>
<td>0.7004553948</td>
<td>0.023134</td>
</tr>
<tr>
<td>$Y_{\text{surf}}$</td>
<td>0.2794811789</td>
<td>0.02533885</td>
</tr>
<tr>
<td>$Z_{\text{surf}}$</td>
<td>0.0200653426</td>
<td>0.25334371</td>
</tr>
<tr>
<td>$\alpha_{\text{MLT}}$</td>
<td>1.905062926</td>
<td>0.71275778</td>
</tr>
<tr>
<td>$f_{\text{ov}}$</td>
<td>0.0119197042</td>
<td>0.71275778</td>
</tr>
</tbody>
</table>

Notes. (a) Grevesse & Sauval (1998), (b) Basu & Antia (2004), (c) Bahcall et al. (2005), (d) Calculated with $L_\star$, $R_\star$ and Stefan-Boltzmann law.

Appendix B: Evolution and underlying physics in the cold accretion case

In this Appendix, we explain the basic behavior and its underlying physics in the case of cold accretion shown in Sect. 3. The evolution can be split into five phases as shown in Fig. 1. We explain each phase below.

I. The adiabatic contraction phase: in this phase, the star shrinks while increasing its mass. The radius evolution can be fitted by

$$R_\star \propto M_\star^{-1/3}.$$  \hspace{1cm} (B.1)

Indeed, we show in Appendix C that this relation is verified for a perfect gas star that accretes gas with the same entropy. In the current settings, the accretion is intense enough that the Kelvin-Helmholtz (K-H) timescale, $\tau_{\text{KH}} \equiv (L_{\text{tot}}/L_\star)$, is much longer than the accretion timescale, $\tau_{\text{acc}} \equiv M_\star/\dot{M}$, where $E_{\text{tot}}$ is the total energy of the star and $L_\star$ is the stellar intrinsic luminosity. This is equivalent to $L_{\text{acc}} \gg L_\star$ as shown in Fig. B.1. The accretion luminosity is defined as $L_{\text{acc}} \equiv GM_\star\dot{M}/R_\star$. (B.2)

This strong temperature sensitivity is responsible for a rapid expansion of the star through the so-called “thermostat effect” (e.g., Stahler 1988).

Indeed, after the ignition of deuterium burning, the central temperature is maintained constant at about $10^8$ K by the fact that any temperature increase would result in an expansion of the deuterium burning region, and its adiabatic cooling and a temperature decrease would be balanced by adiabatic heating, respectively. With the approximate relations for a perfect gas star in Appendix C, $T_\epsilon \propto P_\epsilon/\rho_\epsilon \propto M_\star/R_\star$ and therefore a constant central temperature implies that a mass increase results in an expansion of the star.

However, the central temperature is not exactly constant so we must test that the energy produced by deuterium burning is sufficient to cause the expansion. In Appendix C, we derive Eq. (C.7), which shows how the rate of change of the stellar radius of a fully convective perfect gas star depends on the mass accretion rate, intrinsic luminosity, and nuclear energy production rate. Our derivation follows Hartmann et al. (1997). By neglecting the intrinsic luminosity (since the Kelvin-Helmholtz

II. The deuterium-burning phase: after the central temperature exceeds $10^6$ K, deuterium fusion affects the evolution (see Sect. 2.2). In the current settings, it happens at $t = 7 \times 10^7$ yr and $M_\star \sim 0.08 M_\odot$. As described in Sect. 2.2, the energy production rate of deuterium burning has a strong temperature dependence, that is, $\dot{\epsilon}_{\text{acc}} \propto (T/10^8 K)^{18}$. This strong temperature sensitivity is responsible for a rapid expansion of the star through the so-called “thermostat effect” (e.g., Stahler 1988).

Indeed, after the ignition of deuterium burning, the central temperature is maintained constant at about $10^6$ K by the fact that any temperature increase would result in an expansion of the deuterium burning region, and its adiabatic cooling and a temperature decrease would be balanced by adiabatic heating, respectively. With the approximate relations for a perfect gas star in Appendix C, $T_\epsilon \propto P_\epsilon/\rho_\epsilon \propto M_\star/R_\star$ and therefore a constant central temperature implies that a mass increase results in an expansion of the star.

However, the central temperature is not exactly constant so we must test that the energy produced by deuterium burning is sufficient to cause the expansion. In Appendix C, we derive Eq. (C.7), which shows how the rate of change of the stellar radius of a fully convective perfect gas star depends on the mass accretion rate, intrinsic luminosity, and nuclear energy production rate. Our derivation follows Hartmann et al. (1997). By neglecting the intrinsic luminosity (since the Kelvin-Helmholtz
timescale is long compared to relevant timescales in this phase),
\[ \frac{R}{R_\star} = -\frac{1}{3} \frac{M}{M_\star} + \frac{7}{3} \frac{R_{\text{acc}}}{G M_\star^2}. \] (B.3)
Therefore, the condition for the expansion is given by
\[ R_{\text{acc}} > \frac{1}{7} L_{\text{acc}}. \] (B.4)
In the current phase, since this condition is satisfied owing to the vigorous burning of the pre-existent deuterium, \( \dot{R} > 0 \).

III. A second contraction phase: after \( \sim 1.5 \times 10^4 \) yr, pre-existing deuterium has been burned up and deuterium fusion relies on the accretion of fresh deuterium. In this phase, the star contracts again. This is because the mass accretion rate of freshly accreted deuterium, \( \dot{M}_{\text{nuc}} \), is not sufficient to compensate for the compression by accretion. The maximum energy production rate of deuterium burning, \( L_{\text{D,max}} \), is calculated by assuming that it is instantaneously burned,
\[ L_{\text{D,max}} = 8.65 L_\odot \left( \frac{M}{10^{-3} M_\odot/\text{yr}} \right) \left( \frac{X_0}{2.0 \times 10^{-5}} \right). \] (B.5)
This may be compared to the accretion luminosity \( L_{\text{acc}} \) defined in Eq. (B.2), but for a mass that is now \( M_\star \sim 0.5 M_\odot \). We thus obtain \( L_{\text{D,max}}/L_{\text{acc}} \sim 0.05 \) for standard values of the parameters. According to Eq. (B.4), this shows that the burning of accreted deuterium cannot prevent the adiabatic contraction, independent of the accretion rate. In this phase, thermonuclear energy production is dominated by deuterium burning, implying that \( \dot{L}_{\text{nuc}} \simeq L_{\text{D,max}} \) until the accretion ceases at \( 10^5 \) yr (see Fig. B.1).

IV. The swelling phase: after the accretion ceases, the radius remains nearly constant for several million years. This timescale is then determined by what happens in the deep interior and is shorter than the photospheric K-H timescale of \( \sim 10^3 \) yr. This is because the luminosity in the deep interior is much larger than that at the surface because of the absorption of energy in the stellar interior. Thus, the internal thermal timescale, which is \( \sim G M_\star^2/(2r_l) \), is down to a few million years in the deep interior, where \( r \) and \( l \) are the radius and luminosity. For most of this phase, the dominant source of the luminosity is the energy release in each mass shell, i.e., \( \tau \delta S/\partial t \) in Eq. (4).

After several million years, the star expands. A “luminosity wave” (Stahler et al. 1986) gradually propagates from the interior to the atmosphere and accompanies an increase in temperature and decrease in opacity of the outer layers. The redistribution of entropy in the star due to the luminosity wave changes the internal structure (e.g., the polytropic index \( n \)) and then causes the stellar expansion (Hosokawa & Omukai 2009). These profiles are shown in Fig. B.2.

V. The main sequence: the star then slightly shrinks from the K-H contraction to enter the main sequence (MS). In this phase, the intrinsic luminosity is almost entirely due to hydrogen burning. The energy equation becomes almost time independent, which means that stars evolve on a much longer timescale. This slow evolution is caused by the change in chemical composition of the central regions due to nuclear energy production. The MS lasts until, in the central regions, hydrogen is exhausted.

**Fig. B.2.** Profiles of luminosity (top panel), entropy (middle), and radius (bottom) in the stellar interior at 0.1 (red solid line; just after the accretion is completed), 1.0 (green dashed), 2.9 (blue dotted), and 5.1 (magenta dot-dashed) million years. As the luminosity propagates toward the surface, the entropy is redistributed. Crosses represent the base of the surface convective zone; \( k_b \) and \( m_{\text{amu}} \) are the Boltzmann constant and the atomic mass unit, respectively.

**Appendix C: Analytical relations**

Here we derive the mass-radius relationship of Eq. (B.1) in two ways8. First, we use the characteristic density and pressure and the entropy following Stahler (1988). The characteristic density and pressure of the star in the hydrostatic equilibrium are given by
\[ \tilde{\rho} \propto M_\star R_\star^3, \quad \tilde{P} \propto M_\star^4 R_\star^4. \] (C.1)

The entropy is given by \( S = c_V \ln \left( \frac{P}{\rho^{\frac{1}{3}}} \right) + S_0 \), where \( c_V \) is the specific heat at constant volume, \( \gamma_{\text{ad}} = c_p/c_V \) the specific heat ratio, and \( S_0 \) is the constant. Substituting Eq. (C.1) into this equation, we obtain
\[ R_\star = M_\star^{\frac{2}{3\gamma_{\text{ad}}}} \exp \left( \frac{1}{3\gamma_{\text{ad}} - 4} \frac{S - S_0}{c_V} \right). \] (C.2)

In the case of the monatomic ideal gas (\( \gamma_{\text{ad}} = 5/3 \)), we obtain
\[ R_\star = M_\star^{1/3} \exp \left( \frac{2\mu}{3R} (S - S_0) \right), \] (C.3)

where \( \mu \) is the mean molecular weight and \( R \) is the gas constant. This equation shows that the radius is determined only by entropy and mass. In isentropic stars, \( R_\star \propto M_\star^{1/3} \) (Eq. (B.1)).

Secondly, Eq. (B.1) can be derived from the energy equation, which also gives Eq. (B.3) following Hartmann et al. (1997). The total energy of a star is given by the sum of the internal and

---

8 In addition, another derivation is possible using a polytropic analysis (Chandrasekhar 1967).
gravitational energy, \( E_{\text{tot}} = E_{\text{int}} + E_g \). The energy conservation is expressed as follows:

\[
\frac{dE}{dt} = -L + L_{\text{acc}} - \frac{GM_* M}{R_*} + L_{\text{add}}. \tag{C.4}
\]

The right-hand side (RHS) shows the radiative cooling, the energy production by thermonuclear reactions, and gravitational and internal energies of accreting materials. From Eq. (1) here we assume \( L_{\text{add}} = \xi GM_* M/R_* \). From the virial theorem,

\[
E_{\text{tot}} = (4 - 3\gamma_{\text{ad}})E_{\text{int}} = \frac{3\gamma_{\text{ad}} - 4}{3(\gamma_{\text{ad}} - 1)}E_g. \tag{C.5}
\]

If we assume the polytropic relation that \( P(\rho) = K\rho^{1+1/n} \),

\[
E_g = -\frac{3}{5-n} \frac{GM_*^2}{R_*}, \tag{C.6}
\]

where \( n \) is the polytropic index. If we define \( C \equiv (3\gamma_{\text{ad}}-4)/(\gamma_{\text{ad}}-1)(5-n), \) \( E_{\text{tot}} = -CGM_*^2/R_* \). Thus, the total energy evolution in Eq. (C.4) is transformed as

\[
\frac{\dot{R}}{R_*} = \frac{2}{C} \left\{ 1 - \frac{\xi}{C} \right\} \frac{M}{M_*} - \frac{R_*}{CGM_*^2} + \frac{R_{\text{acc}}}{CGM^2}. \tag{C.7}
\]

The second term of RHS of Eq. (C.7) corresponds to the inverse of the K-H timescale \( \tau_{\text{KH}} \). This is defined as the typical timescale of the radiative cooling (i.e., \( \tau_{\text{KH}} = |E_{\text{cool}}|/L_* \)). During the main-accretion phase, \( \tau_{\text{KH}} \) is in general much longer than the accretion timescale \( \tau_{\text{acc}} \equiv M/M^\gamma \). Therefore, the second term of RHS of Eq. (C.7) can be neglected if the first term of RHS is not zero, i.e., \( 1 - \xi \neq 2C \).

In fully convective stars, which consist of the monatomic ideal gas, \( n = 3/2 \) and \( \gamma_{\text{ad}} = 5/3 \) and then \( C = 3/7 \). In addition, in the case that \( \xi = 0 \), we obtain Eq. (B.3). Moreover if \( L_{\text{acc}} \ll L_* \), it is transferred as Eq. (B.1).

**Appendix D: Dependence on the initial stellar seed mass**

In this paper we chose \( 10^{-2} M_\odot \) as the fiducial value of the initial stellar seed mass. We stress that this value is higher than the second-core mass in recent work of the hydrodynamic collapse of molecular clouds (\(~M_{\text{inf}}\); see Masunaga & Inutsuka 2000; Stamatellos et al. 2007; Tomida et al. 2013; Vaytet et al. 2013). For example, a second core is formed with 4 \( M_{\text{inf}} \) and 4 \( R_\odot \) in Masunaga & Inutsuka (2000), while 1.4 \( M_{\text{inf}} \) and 0.65 \( R_\odot \) in the ten simulations of Vaytet et al. (2013). Therefore, our calculations start with slightly evolved seeds rather than second cores.

Our approach in Sects. 3.4 and 5.1.4 was to fix the initial seed mass and explore different values of the initial seed radius, following HOK11. This choice was essentially motivated by the fact that the convergence of evolution models with MESA is more difficult for very low seed masses. However, in light of the fact that, as pointed out by BVC12, the low value of the initial seed mass has important consequences for the subsequent stellar evolution, we must show that the range of initial conditions yield evolutionary tracks that are equivalent to those that we would obtain with small initial seed masses.

Figure D.1 illustrates seven evolutionary models starting from different seed masses: 0.01 \( M_\odot \) (I–II), 0.004 \( M_\odot \) (III–IV), and \( 10^{-3} M_\odot \) (V–VII), for various initial radii \( R_{\text{ini}} \) and heat injection efficiencies \( \xi \). Case (I) corresponds to the fiducial initial condition used in the present paper and case (II) is used in Sect. 5.1.4. Case (III) corresponds to seed conditions obtained by Masunaga & Inutsuka (2000). Case (IV) corresponds to a seed with the same specific entropy as our fiducial seed (I) but a mass of only 0.004 \( M_\odot \) (see Eq. (B.1)). Case (V) corresponds to the largest specific entropy for which we could converge an evolution calculation for a \( 10^{-3} M_\odot \) seed. The radius of a \( 10^{-3} M_\odot \) seed with the same entropy as case (I) would be 3.2 \( R_\odot \), but unfortunately the corresponding calculation failed to converge. Finally, cases (VI) and (VII) are obtained by arbitrarily changing the initial radii for \( 10^{-3} M_\odot \) seeds to span a range of specific entropies. Interestingly, for stars evolving from the initial conditions (II), (V), (VI), or (VII), their radius is so small that they reach high enough central temperatures to ignite hydrogen burning when their mass reaches \( \approx 0.6 M_\odot \).

We can see in Fig. D.1 that the range of radii obtained for models with different initial seed masses and different values of \( \xi \) is the same as that obtained with the our fiducial seed mass and various values of the initial radius. Furthermore, we see that the evolution is largely controlled by the value of the \( \xi \) parameter: For \( \xi = 0.5 \), the evolutionary tracks converge independent of the choice of the initial seed properties above about 0.1 \( M_\odot \). This is also the case for the \( \xi = 0.1 \) case, although differences in radii on the order of \( \sim 10\% \) remain even after accretion is completed. The cold accretion case is the one for which differences in initial conditions persist the longest and can still be on the order of \( \sim 40\% \) at the end of the accretion phase. Our conclusion that most stars would have been formed with \( \xi \geq 0.1 \) is not affected by the uncertainties on the initial conditions.

In order to explain the small sizes of young cool stars, HOK11 invoked the need for small seed radius (0.2 \( R_\odot \) at 0.01 \( M_\odot \)) while BVC12 invoked the need for a small seed mass. Our calculations in Fig. D.1 show that these conditions are equivalent.

---

9 This is equivalent to the condition \( L_* \ll L_{\text{acc}} \) as shown in Fig. B.1.

10 Vaytet et al. (2013) indicate that the difference probably results from different opacity tables.