Outflow forces in intermediate-mass star formation*
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ABSTRACT

Context. Protostars of intermediate-mass provide a bridge between theories of low- and high-mass star formation. Molecular outflows emerging from such sources can be used to determine the influence of fragmentation and multiplicity on protostellar evolution through the apparent correlation of outflow forces of intermediate-mass protostars with the total luminosity instead of the individual luminosity.

Aims. The aim of this paper is to derive outflow forces from outflows of six intermediate-mass protostellar regions and validate the apparent correlation between total luminosity and outflow force seen in earlier work, as well as remove uncertainties caused by different methodologies.

Methods. By comparing CO 6–5 observations obtained with APEX with non-LTE radiative transfer model predictions, the optical depths, temperatures and densities of the gas of the molecular outflows are derived. Outflow forces, dynamical timescales, and kinetic luminosities are subsequently calculated.

Results. Outflow parameters, including the forces, were derived for all sources. Temperatures in excess of 50 K were found for all flows, in line with recent low-mass results. However, comparison with other studies could not corroborate conclusions from earlier work on intermediate-mass protostars which hypothesized that fragmentation enhances outflow forces in clustered intermediate-mass star formation. Any enhancement in comparison with the classical relation between outflow force and luminosity can be attributed to the use of a higher excitation line and improvement in methods. They are in line with results from low-mass protostars using similar techniques.

Conclusions. The role of fragmentation on outflows is an important ingredient to understand clustered star formation and the link between low- and high-mass star formation. However, detailed information on spatial scales of a few 100 AU, covering all individual members is needed to make the necessary progress.
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1. Introduction

In the current view of star formation, low-mass ($M_{\text{star}} < 3 M_\odot$) and high-mass ($M_{\text{star}} > 8 M_\odot$) star formation are described by different theories. Low-mass theories build on the assumption of

* Data cubes from OTF maps are available at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/587/A17
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the observed properties and must simultaneously reproduce predicted populations set by the initial mass function (Bate 2009; Offner et al. 2010; Hansen et al. 2012).

Multiplicity and fragmentation of intermediate-mass protostars is a relatively unexplored area (for the most recent reviews, see Goodwin et al. 2007; Beltrán 2015). Of those studied in detail, very few deeply embedded intermediate-mass protostars are truly isolated single protostars; most are tightly packed clusters of low-mass protostars (e.g., van Kempen et al. 2012) with at times an actual intermediate-mass protostar found near the center (e.g., Fuente et al. 2001). Isolated intermediate-mass protostars are known, but appear to be very rare (L1641 S3 MM51 is the best candidate, see van Kempen et al. 2012).

Interferometric observations at submillimeter wavelengths are needed to characterize protostellar content of intermediate-mass protostars, down to the very young, heavily embedded protostars. Observations with the required spatial resolution have been obtained for just a handful of cases (e.g., Fuente et al. 2001, 2005, 2012; Teixeira et al. 2007; van Kempen et al. 2012; Carrasco-González et al. 2012). Most studies lack sensitivity and/or spatial resolution to separate emission from individual protostars.

A powerful way to directly probe star formation without time-intensive interferometric observations is through the study of bipolar jets and molecular outflows. The bipolar jet not only allows part of the angular momentum to disperse and gravitational collapse to continue (Arce et al. 2007), it also entrains significant amounts of the surrounding gas, thereby creating the molecular outflow, which is thought to be the main source of mechanical feedback onto the parental cloud (Nakamura & Li 2007). Outflows also facilitate radiative feedback at larger radii, as radiation is able to escape more readily through the lower density outflow cavities than through the protostellar envelopes. These feedback effects dramatically affect fragmentation and mass accretion rates (Offner et al. 2010; Hansen et al. 2012).

Outflows strengths are quantified by the outflow force, $F_{\text{CO}}$. Deriving outflow forces is difficult, requiring sensitive observations of the line wings of molecular tracers across multiple transitions. In practice, CO is used almost exclusively. Recent benchmarking limits variations between methods to less than an order of magnitude (van der Marel et al. 2013).

Outflows emerging from intermediate-mass protostars have been sparsely studied. The most complete study, Beltrán et al. (2008, referred to as B08 from here on) studied outflow forces of a sample of intermediate-mass outflows using a range of methods and data in comparison with detailed observations of one of them, and proposed a correlation between the $F_{\text{CO}}$ and total $L_{\text{bol}}$ (see their Sect. 6). This is a change from the relation between $F_{\text{CO}}$ and individual luminosity, first identified by Bontemps et al. (1996). Higher mass accretion rates on the driving source, set or influenced by the level of fragmentation, was put forward as the origin of this effect. However, observational constraints and large uncertainties in the sample and the range of methods used to derive outflow forces limited validation of this hypothesis.

Since the publication of B08, the Atacama Pathfinder Experiment (APEX) and Herschel Space Observatory have enabled regular observations of spectrally resolved mid- and high-J CO emission lines of molecular outflows (See van Kempen et al. 2009a,b, 2010; Fich et al. 2010; Yıldız et al. 2010, 2012; Kristensen et al. 2013; San Jose-Garcia et al. 2013). The reliability of outflow force calculations has improved significantly by making use of the larger range of observable CO transitions, the increase in excitation temperatures of these transitions, and the ability to map outflows completely within a reasonable time. One of the main results is the constraint on entrained gas temperatures of individual flows to 50 K or higher (van Kempen et al. 2009b,a), warmer than the classically adopted temperatures of $\lesssim$30 K (e.g., Bachiller et al. 2001, and many others), but in line with shock model predictions (Hatchell et al. 1999).

In this paper, we present new observations using the CHAMP$^+$ instrument mounted on APEX$^2$ of CO and $^{13}$CO $J = 6-5$ emission of outflows emerging from six intermediate-mass protostars, four of which are known to form clusters of low-mass sources. [CI] $2-1$ emission is discussed as a complement. The goal of this paper is to validate the relation between outflow force and total luminosity proposed by B08 by making use of the advances of mid-J CO observations and the methodology applied to low-mass protostars developed by this group (van Kempen et al. 2009a,b; Yıldız et al. 2012).

Section 2 describes the observations, source sample and data reduction strategy. Results are given in Sect. 3. Analysis is presented in Sect. 4, while we discuss the importance of the derived physical parameters in Sect. 5. Conclusions and future work are listed in Sect. 6.

2. Observations

The dual-frequency CHAMP$^+$ array receiver (Güsten et al. 2008) mounted on APEX$^2$, was used to map the CO $J = 6-5$ and $^{13}$CO $J = 6-5$ transitions in six intermediate-mass protostars. As a complement, observations of the [CI] $^3P_2-^3P_1$ were obtained. Observations were carried out between November 2009 and July 2012 using the On-the-fly (OTF) mode. Fast Fourier Transform spectrometer back-ends were attached to each of 7 pixels for each frequency band, providing a spectral resolution better than 0.1 km s$^{-1}$. Typical system temperatures ranged between 1300 and 2000 K for the 690 GHz receivers and 3500 to 5000 K for the 810 GHz receivers. Maps of at least 2′5 by 2′5 (CO $J = 6-5$) and 1′ by 1′ ($^{13}$CO and [CI]) were obtained. Sensitivities across the maps and sample varied by factors of 2–4 because of the different atmospheric conditions in combination with elevation of the sources. Noise levels increase by a factor of 2 at the map edges (the outer 15′′). The average beam efficiency was derived to be 0.48 for the 690 GHz array and 0.42 for the 800 GHz array. However, there are variations from month to month$^3$. Beam efficiencies for individual scans were taken as close in time as possible to the observation date.

From the system temperature and beam efficiency measurements the total flux uncertainty is assumed to be 20% for the 690 GHz band and 30% for the 800 GHz band.

2.1. Source selection

The targeted sample consisted of all intermediate-mass protostars observable from APEX from the WISH key program.

---

1 Throughout this paper low-J CO transitions are defined as having $J_{\text{up}} < 4$, mid-J CO transition having $4 \leq J_{\text{up}} \leq 9$ and high-J CO transitions having $J_{\text{up}} > 9$.

2 This publication is based on data acquired with the Atacama Pathfinder Experiment (APEX). APEX is a collaboration between the Max-Planck-Institut fur Radioastronomie, the European Southern Observatory, and the Onsala Space Observatory.

3 See the MPIfR website for more information and distribution of beam efficiency measurements: http://www3.mpifr-bonn.mpg.de/div/submtech/heterodyne/champplus/
During the observations, the raw data-streams were immediately given.

2.2. Data reduction

routines in the CLASS and GREG packages of GILDAS calibration. Afterwards, a full reduction was done using standard calibration software owing to inaccuracies in the on-line calibration at the velocities of Vela IRS 19 which is off setting at the off position. A spectrum taken at the off position revealed that the absorption is narrow and not affecting emission at the velocities of Vela IRS 19 which is offset by more than 10 km s⁻¹.

In the [CI] spectrum of Vela IRS 19, an absorption feature at ~0 km s⁻¹ is present. This is caused by large-scale cloud emission at the off position. A spectrum taken at the off position revealed that the absorption is narrow and not affecting emission at the velocities of Vela IRS 19 which is offset by more than 10 km s⁻¹.

3. Results

3.1. Line Profile of central position

Table 2 presents the integrated intensities, peak temperatures and effective noise levels of spectra extracted from the central (0, 0) positions, assumed to be the gravitational centers. We note that

not all protostars are covered by the beam at (0, 0). For example, NGC 2071-C (van Kempen et al. 2012) and IRAS 20050+2720 OVRO 2 (B08) are located over 9" away from this position. Resulting spectra are shown in Figs. 1 (CO 6–5), 2 (13CO 6–5) and 3 ([CI]).

All lines are detected with a signal-to-noise ratio S/N > 10, with the exception of a non-detection of [CI] in L1641 S3 MMS 1. Line profiles of the 13CO 6–5 are dominated by strong line wings, indicative of outflow activity. Absorption features are seen near the source velocities in all sources but their shapes differ from source to source. For NGC 2071, the

Table 1. Sample of studied IM protostars.

<table>
<thead>
<tr>
<th>Source</th>
<th>RA (hms [J2000])</th>
<th>Dec (dms [J2000])</th>
<th>(L_{bol}) ((L_\odot))</th>
<th>Dist. (pc)</th>
<th>Mass ((M_\odot))</th>
<th>(V_{LSR}) (km s⁻¹)</th>
<th>No. of members</th>
<th>Ref.¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 2071</td>
<td>05:47:04.4</td>
<td>+00:21:49.0</td>
<td>520/40²</td>
<td>422</td>
<td>30</td>
<td>9.6</td>
<td>5</td>
<td>1, 2</td>
</tr>
<tr>
<td>L1641 S3 MMS 1</td>
<td>05:39:55.9</td>
<td>−07:30:28.0</td>
<td>70/250²</td>
<td>465</td>
<td>20.9</td>
<td>5.3</td>
<td>1</td>
<td>1, 2, 3, 4</td>
</tr>
<tr>
<td>Vela IRS 17</td>
<td>08:46:34.7</td>
<td>−43:54:30.5</td>
<td>715</td>
<td>700</td>
<td>6.4</td>
<td>3.9</td>
<td>3±³</td>
<td>5, 6, 7, 8</td>
</tr>
<tr>
<td>Vela IRS 19</td>
<td>08:48:48.5</td>
<td>−43:32:29.0</td>
<td>776</td>
<td>700</td>
<td>3.5</td>
<td>12.2</td>
<td>3±³</td>
<td>5, 6, 8</td>
</tr>
<tr>
<td>Serpens SMM1</td>
<td>18:29:49.8</td>
<td>+01:15:20.5</td>
<td>30</td>
<td>250</td>
<td>16.1</td>
<td>8.5</td>
<td>9</td>
<td>10, 11, 12, 13</td>
</tr>
<tr>
<td>IRAS 20050+2720</td>
<td>20:07:05.8</td>
<td>+27:29:00.0</td>
<td>280</td>
<td>700</td>
<td>17.1</td>
<td>6.4</td>
<td>4±³</td>
<td>14, 15, 16, 17, 18, 19</td>
</tr>
</tbody>
</table>

Notes. The right ascension and declination are the previously derived and/or estimated centers of gravity.

References. (¹) References beyond van Dishoeck et al. (2011) – 1: Wilson et al. (2005); 2: van Kempen et al. (2012); 3: Stanke et al. (2000); 4: Morgan et al. (1991) as FIRSSE 101; 5: Lisca et al. (1992); 6: Law & Reed (1988); 7: Giannini et al. (2005); 8: Wouterloot & Brand (1999); 9: Kristensen et al. (2010a); 10: Goicoechea et al. (2012); 11: Hogerheijde et al. (1999); 12: White et al. (1995); 13: Kristensen et al. (2012); 14: Froebrich (2005); 15: Buchiller et al. (1995); 16: Zhang et al. (2005); 17: Chini et al. (2001); 18: Wang et al. (2009); 19: B08. (²) Second luminosity numbers from van Kempen et al. (2012), equalling the sum of individual luminosities. (³) Estimated from the infrared results (Giannini et al. 2005).

### Table 2. Noise levels, integrated and peak intensities at the central position.

<table>
<thead>
<tr>
<th>Source</th>
<th>(\int T_{MB}) dV (\frac{[K\ km\ s^{-1}]}{[K]})</th>
<th>(T_{peak}) (\frac{[K]}{[K]})</th>
<th>rms² (\frac{[K]}{[K]})</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 2071</td>
<td>819.7</td>
<td>64.0</td>
<td>0.27</td>
</tr>
<tr>
<td>L1641 S3 MMS 1</td>
<td>75.0</td>
<td>8.8</td>
<td>0.30</td>
</tr>
<tr>
<td>Vela IRS 17</td>
<td>241.7</td>
<td>25.6</td>
<td>0.9</td>
</tr>
<tr>
<td>Vela IRS 19</td>
<td>91.2</td>
<td>7.1</td>
<td>0.78</td>
</tr>
<tr>
<td>IRAS 20050+2720</td>
<td>183.4</td>
<td>16.2</td>
<td>0.60</td>
</tr>
<tr>
<td>Serpens SMM1</td>
<td>151.3</td>
<td>19.8</td>
<td>0.20</td>
</tr>
</tbody>
</table>

### Table 2. Noise levels, integrated and peak intensities at the central position.

<table>
<thead>
<tr>
<th>Source</th>
<th>(\int T_{MB}) dV (\frac{[K\ km\ s^{-1}]}{[K]})</th>
<th>(T_{peak}) (\frac{[K]}{[K]})</th>
<th>rms¹ (\frac{[K]}{[K]})</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 2071</td>
<td>141.1</td>
<td>22.8</td>
<td>0.40</td>
</tr>
<tr>
<td>L1641 S3 MMS 1</td>
<td>10.2</td>
<td>5.0</td>
<td>0.60</td>
</tr>
<tr>
<td>Vela IRS 17</td>
<td>63.1</td>
<td>14.8</td>
<td>0.12</td>
</tr>
<tr>
<td>Vela IRS 19</td>
<td>10.8</td>
<td>3.6</td>
<td>0.12</td>
</tr>
<tr>
<td>IRAS 20050+2720</td>
<td>10.3</td>
<td>3.4</td>
<td>0.44</td>
</tr>
<tr>
<td>Serpens SMM1</td>
<td>25.5</td>
<td>7.1</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Notes. Temperatures are in given in main beam temperature units. (¹) rms = 1σ for channel width of 0.5 km s⁻¹.
Fig. 1. CO 6–5 spectra taken at the central position. The baseline is shown in red. The line profile for L1641 S3 MMS 1 shows an example of the gaussian component fit (overplot in blue). The green lines show the source velocity, also listed in Table 1.

Fig. 2. $^{13}$CO 6–5 spectra taken at the central position. The baseline is shown in red. The green lines show the source velocity, also listed in Table 1.

Fig. 3. [CI] $^3P_2$–$^3P_1$ spectra taken at the central position. The baseline is shown in red. The absorption feature at ~0 km s$^{-1}$ in Vela IRS 19 is from the off-position but does not affect the main line emission.

absorption can be directly associated with large-scale material. The absorption is detected at three distinct velocities coinciding with the velocities of the large-scale CO, $^{13}$CO and C$^{18}$O 3–2 emission profiles (12, 8 and 4 km s$^{-1}$, see Buckle et al. 2010). As such, it is safe to assume absorptions are caused by cold material in the outer envelope and/or large-scale cloud. The $^{13}$CO and [CI] lines are dominated by narrow emission components. Wider components in these lines are only seen for Vela IRS 19 ($^{13}$CO), NGC 2071 ($^{13}$CO and [CI]) and Vela IRS 17 ([CI]).

To better analyze the different components, spectra are decomposed by fitting up to three Gaussians to each profile: a “narrow” ($FWHM < 4$ km s$^{-1}$), a “medium” (between 4 and 15 km s$^{-1}$) and a “broad” (>15 km s$^{-1}$) component. Absorption features are corrected for. This method is similar to the methods used by Kristensen et al. (2010b), Kristensen et al. (2012) and San José-Garcia et al. (2013) to deconstruct H$_2$O and high-J CO line profiles. It is possible to identify different outflow components using the medium and broad components and separate them from quiescent components traced by narrow components. Results of the decomposition are presented in Table 3 for CO 6–5 and Table 4 for $^{13}$CO 6–5 and [CI] 2–1. A visual example is overplotted in Fig. 1 on the L1641 S3 MMS 1 spectrum.

For CO 6–5, medium components dominate. Only NGC 2071 and L1641 S3 MMS1 show broad components, while narrow emission components were found for Vela IRS19 and Serpens SMM1.

$^{13}$CO lines decompose into “narrow” and “medium” components, although the widths of the “medium” components are often lower than corresponding $^{12}$CO “medium” components. Observed variations in line width of “narrow” components
are caused by uncertainties in the fitting routine and the achieved S/N.

3.2. Maps

Figure 4 shows the CO 6–5 emission associated with the molecular outflows in comparison the integrated emission within 2 km s\(^{-1}\) of the \(V_{LSR}\). Outflow emission was measured by integrating between velocities of ±4 to ±20 km s\(^{-1}\) with respect to the source velocity. For the very broad flow emerging from NGC 2071, these cuts were changed to ±10 to ±40 km s\(^{-1}\). If known, positions of (sub)millimeter detected protostars are plotted with white crosses. For the Vela sources, no interferometric (sub)millimeter observations exist to identify individual protostars. Figure 5 shows the emission of \(^{13}\)CO (contours) and [CI] (colors). Map sizes in these lines are typically smaller than the \(^{12}\)CO 6–5.

4. Analysis

4.1. Components at central position

The decomposition of CO 6–5 in Table 3 differs from both the CO 10–9 and 3–2 decompositions in San Jose-Garcia et al. (2013). “Broad” components (>20 km s\(^{-1}\) in width) dominate the CO 10–9, “medium” components the CO 6–5, and “narrow” components the CO 3–2. “Broad” components are detected for CO 3–2, but are relatively weaker than the “narrow” component. Similarly, the two detected “broad” components are weaker than their CO 10–9 counterparts. From a comparison of all three decompositions we conclude that the relative contribution of the “broad” component to the total integrated line flux increases as a function of excitation energy.

For sources in our sample where “broad” components are detected in CO 10–9, counterparts in CO 6–5 are likely hidden by the noise; The focus for the CO 6–5 observations above was the size of the maps and not the sensitivity.

\(^{13}\)CO emission is dominated by “narrow” emission. As seen in the contours of Fig. 5, it originates in circumstellar envelope in most cases. The exception appears to be IRAS 20050+2720, where \(^{13}\)CO peaks 30° southeast of the protostars. For three sources, NGC 2071, Vela IRS 19 and Serpens SMM 1, a “medium” component is detected, but apart from NGC 2071, this component is much weaker than the “narrow” component.

The [CI] emission is dominated by “narrow” emission components. Only NGC 2071 shows emission with a \(FWHM\) > 8 km s\(^{-1}\).

4.2. Line luminosities

CO line luminosities show a relatively tight relation across the large range of luminosity and mass involved in star formation (Wu et al. 2005, 2010; San Jose-Garcia et al. 2013). The line luminosity relation is defined as

\[
L = 10^{8.5 + 0.83 \log L_{\text{bol}}}
\]

with \(L\) the line luminosity (\(L_{\text{CO}}, L_{\text{[CI]}}\) or \(L_{\text{[CI]}}\)) for CO 6–5, [CI] \(^{3}\)P\(_2\)–\(^{3}\)P\(_1\) and \(^{13}\)CO 6–5 respectively.

Figure 6 shows the line luminosities compared to \(L_{\text{bol}}\), including results of CO 6–5 of low-mass protostars from van Kempen et al. (2009b) and van Kempen et al. (2009a). An average value \(\gamma\) of 0.83 ± 0.05 is found, almost identical to 0.84 ± 0.06 of San Jose-Garcia et al. (2013) using Herschel CO 10–9 line observations and spanning the full range in luminosity between 1 and \(10^{8}\) \(L_{\text{bol}}\). We note that even with the small sample size, [CI] line luminosities follow the expected correlation between low- and high-mass star formation through total luminosity with a slope of 0.96.

4.3. Optical depths

Table 5 presents three different optical depths derived using the CO 6–5/\(^{13}\)CO 6–5 line ratios: at line center (\(\tau_{\text{center}}\)) and in each of the wings (\(\tau_{\text{blue}}/\tau_{\text{red}}\)). A standard \(^{13}\)CO/\(^{12}\)CO isotopologue ratio of 65 was used (Wilson & Rood 1994).

<table>
<thead>
<tr>
<th>Source</th>
<th>Broad component</th>
<th>Medium component</th>
<th>Narrow component</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(T_{\text{peak}}) (K)</td>
<td>(FWHM) (km s(^{-1}))</td>
<td>(\int TdV) (K km s(^{-1}))</td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------------</td>
<td>------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>NGC 2071</td>
<td>20.1 ± 2.79</td>
<td>596.9 ± 91.3</td>
<td>51.3 ± 9.3</td>
</tr>
<tr>
<td>L1641 S3 MMS 1</td>
<td>2.8 ± 1.60</td>
<td>47.5 ± 7.4</td>
<td>5.9 ± 1.8</td>
</tr>
<tr>
<td>Vela IRS 17</td>
<td>– –</td>
<td>– –</td>
<td>28.3 ± 8.9</td>
</tr>
<tr>
<td>Vela IRS 19</td>
<td>– –</td>
<td>– –</td>
<td>5.3 ± 1.3</td>
</tr>
<tr>
<td>IRAS 20050+2720</td>
<td>– –</td>
<td>– –</td>
<td>12.3 ± 2.4</td>
</tr>
<tr>
<td>Serpens SMM1</td>
<td>– –</td>
<td>– –</td>
<td>9.3 ± 1.0</td>
</tr>
</tbody>
</table>

Table 4 presents the parameters of the \([\text{CI}] 2–1\) and \(^{13}\)CO 6–5 component fits.

<table>
<thead>
<tr>
<th>Source</th>
<th>([\text{CI}] 2–1)</th>
<th>(^{13})CO 6–5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(T_{\text{peak}}) (K)</td>
<td>(FWHM) (km s(^{-1}))</td>
</tr>
<tr>
<td>NGC 2071</td>
<td>13.9 ± 2.1</td>
<td>8.0 ± 1.8</td>
</tr>
<tr>
<td>L1641 S3 MMS 1</td>
<td>5.3 ± 1.8</td>
<td>1.8 ± 0.3</td>
</tr>
<tr>
<td>Vela IRS 17</td>
<td>15.1 ± 3.9</td>
<td>3.9 ± 0.7</td>
</tr>
<tr>
<td>Vela IRS 19</td>
<td>3.2 ± 2.2</td>
<td>2.2 ± 0.4</td>
</tr>
<tr>
<td>IRAS 20050+2720</td>
<td>0.9 ± 0.8</td>
<td>8.0 ± 1.8</td>
</tr>
<tr>
<td>Serpens SMM1</td>
<td>0.9 ± 3.2</td>
<td>3.2 ± 0.6</td>
</tr>
</tbody>
</table>

Table 3. Parameters of the CO 6–5 component fits.
Fig. 4. Maps showing the CO $J = 6–5$ integrated emission in $–20$ to $–4$ (blue) and $+4$ to $+20$ (red) km s$^{-1}$ bins to visualize the outflowing gas, overplotted on the integrated emission in $–3$ to $+3$ km s$^{-1}$ bin (dotted line and grayscale), representing the quiescent emission. All velocities are with respect to the individual source velocity (see Table 1). NGC 2071 was characterized by defining outflow bins at $–40$ to $–10$ and $+10$ to $+40$ km s$^{-1}$ instead of the bins above. All contours, including those of the outflowing gas are normalized towards the peak intensity of the quiescent gas component at the central position ($T_{\text{peak}}$ in Table 2). Levels are in turn given in 10%, 20%, ..., 80%, 90% w.r.t. to this peak intensity. Where known, locations of (sub)millimeter interferometry sources are shown with “×”. 
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Fig. 5. Integrated intensity of $^{13}$CO 6–5 (contours) overplotted on the integrated intensity of [CI] (colourscale). Both distributions are normalized to the peak integrated intensity of that particular line. For $^{13}$CO the contours are in levels of 10%, 20%, ..., 80%, 90% w.r.t. to this peak intensity, with the lowest contour higher than 3 times the noise level in Table 2. The [CI] emission scales between 3 times the noise level and the highest intensity in the map, which can be found in Table 2. Where known, locations of (sub)millimeter interferometry sources are shown with “×”, except for the Vela sources.
Table 5. Derived $^{12}$CO 6–5 average optical depths in the center and line wings.

<table>
<thead>
<tr>
<th>Source</th>
<th>$\tau_{\text{center}}$</th>
<th>$\tau_{\text{blue}}$</th>
<th>$\tau_{\text{red}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 2071</td>
<td>&gt;15</td>
<td>2</td>
<td>&lt;1</td>
</tr>
<tr>
<td>L1641 S3 MMS 1</td>
<td>&gt;20</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Vela IRS 17</td>
<td>&gt;15</td>
<td>4.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Vela IRS 19</td>
<td>&gt;20</td>
<td>-</td>
<td>6.5</td>
</tr>
<tr>
<td>IRAS 20050+2720</td>
<td>&gt;10.0</td>
<td>&lt;1.0</td>
<td>&lt;1.0</td>
</tr>
<tr>
<td>Serpens SMM1</td>
<td>&gt;9.5</td>
<td>2.2</td>
<td>1.6</td>
</tr>
</tbody>
</table>

Optical depths at line center range from 10 to >25, and are set by foreground absorption. In the wings, optical depths range between <1 and 6.5 with most values between 1 and 3. We note that these are upper limits as a result of the lack of signal at higher velocities in $^{13}$CO 6–5. These optical depths are higher than upper limits for low-mass sources (e.g., NGC 1333: Yıldız et al. 2012, HH46: van Kempen et al. 2009b). Exceptions are IRAS 20050+2720 and NGC 2071, which show optically thin emission in the line wings.

Optical depths at different positions are consistently equal or lower than the optical depths given in Table 5. For convenience, the optical depth for the flows are used for the full maps.

4.4. Outflow properties

Outflow parameters such as kinetic temperatures, densities, outflow forces and kinetic luminosities can be derived by calculating the non-LTE radiative transfer parameters and comparing those with observed line emission. For this sample, the off-line version of the RADEX code (van der Tak et al. 2007) was used to provide constraints using ratios of the observed CO 6–5 emission over previously observed transitions of lower excitation (see Table 6). Diagnostical plots for ratios with respect to CO 6–5 are presented in Fig. 7.

4.4.1. Temperature and density

Diagnostical plots produced by RADEX as shown in van der Tak et al. (2007) reveal that ratios provide solutions with a degeneracy between temperature and density. To break this degeneracy other molecular tracers are required to independently derive excitation constraints. CO line ratios covering three or more transitions can provide additional information, but are often insufficient to completely solve the degeneracy. However, ratios using the CO 6–5 line emission are able to exclude large areas of the parameter space. For example, temperatures under 50 K are found to be excluded for many outflows (van Kempen et al. 2009b,a; Yıldız et al. 2012). For a more thorough discussion on RADEX solutions concerning CO and including thermal versus sub-thermal excitation, we refer the reader to Yıldız et al. (2012).

To derive the excitation parameters of this sample, RADEX was run in the optically thin limit, adopting the following parameters: a line width of 10 km s$^{-1}$, a column density of $10^{12}$ cm$^{-2}$, and a background radiation field of 2.73 K.

In turn, the excitation conditions were investigated by considering two scenarios. First, (lower limits to) the temperatures were derived by assuming a density of $10^5$ cm$^{-3}$. Second, a lower limit for the density is given. This solution is the lowest density at which emission is fully thermalized. In other words, the density given is the lowest density for which the ratio solely depends on temperature (the limits found at the right sides of the diagnostical plots in Fig. 7 where lines are horizontal). These two scenarios were chosen as they likely best reflect the true physical conditions. Results can be found in Table 6.
Temperature limits of 50 K are found for all flows\(^7\). These are in agreement with temperature constraints for low-mass protostars (van Kempen et al. 2009b,a; Yıldız et al. 2012). Technically, lower temperatures are not excluded, but require densities >10\(^6\) cm\(^{-3}\). Spherical envelope modeling restricts such densities to <2000 AU from the central protostar (See Dusty models of Kristensen et al. 2012). Similarly, B08 restricted densities in IRAS 20050+2720 to 1.3–3 × 10\(^6\) cm\(^{-3}\) at radii <3000 AU. In general, densities at larger radii are significantly lower, with most cloud densities derived to be on the order of 10\(^4\) cm\(^{-3}\). Compression factors can be invoked to compensate for this change in density (i.e., local density enhancements). However, compression factors of more than three orders of magnitude are required to keep CO emission thermalized along the entire observed flow (>20,000 AU). Molecular tracers such as H\(_2\)O (Santangelo et al. 2012) or HCO\(^+\) (van Kempen et al. 2009b) independently provide density constraints of <10\(^6\) cm\(^{-3}\), limiting compression factors to two orders of magnitude. As such, the sub-thermal low-\(n\), high-\(T\) solution is the preferred solution.

4.4.2. The optically thin limit

Tests were carried out to verify the optically thin assumption used above and the effect higher optical depths would have on the density and temperature derivations. This was done by using significantly higher column densities (10\(^{15}\)–10\(^{17}\) cm\(^{-2}\)) in the RADEX simulations. These optically thick solutions provide significantly higher constraints on temperature (>200 K instead of >50 K), while the effective \(n_{\text{crit}}\) was found to increase, thus increasing the lower limit on the density given in Table 6. Since the derived optical depths for outflowing gas are mostly upper limits, adopting the optically thin RADEX solutions provides us with the most conservative, but likely more realistic, estimate.

4.4.3. Velocity and spatial variations

Line ratios were found to be relatively constant in velocity, with ratio variations typically on the order of 20 to 40%. This is similar to the behavior of CO in flows around HH 46 and NGC 1333 IRAS 2 (Fig. 10 in van Kempen et al. 2009b; Yıldız et al. 2012).

Line ratios at other positions also show little to no significant difference. It can thus be concluded that variations in the excitation mechanisms along the large-scale flows are small.

4.4.4. Mass outflow rate and outflow force

Outflow forces and kinetic luminosities are derived using the H\(_2\) column density. Column densities are derived using Eq. (1) of Hogerheijde et al. (1998) using parameters for the CO 6–5 transition,

\[
N = 10^5 \frac{3k^2}{4\hbar^3\nu^2m_e^2} \left( \frac{\nu}{\kappa} \right) \left( \frac{T + \frac{h\nu}{k}}{e^{h\nu/kT}} \right) \int T_{mb} \frac{\tau}{1 - e^{-\tau}} dV, \tag{2}
\]

where \(\kappa\) is the Boltzmann constant, \(h\) the Planck constant, \(\mu\) the permanent dipole moment (0.122 Debye for CO), \(\nu\) the frequency of the transition, \(J_l\) the quantum number of the lower rotational state, and \(\int T_{mb} \tau/(1 - e^{-\tau}) dV\) the integrated line intensity, corrected for optical depth. All quantities are in cgs units, except for the velocity which is in km s\(^{-1}\). The total mass is calculated by summing column densities across the map, assuming a H\(_2\)/CO ratio of 10\(^4\).

The outflow force, \(F_{CO}\), is derived using the integrated intensity as a function of velocity, corrected for optical depth and subsequently integrated over the observed area of pixels \(i\) and in turn corrected for the inclination. From recent benchmarking, the most reliable method for calculating outflow forces is the “MT” or “separation” method (van der Marel et al. 2013). In this method the dynamical age and force of a flow are considered.
to be independent quantities. The dynamical age, $t_d$ is defined as the measured radius, $R$, divided by $V_{\text{max}}$. Using the intensity weighted velocities the outflow force is thus expressed with the following equation:

$$F_{\text{CO}} = c \times \frac{K(\sum T \int \tau_{\text{mb}} V^2 \text{d}V)}{R_{\text{lobe}}},$$

(3)

Here $c$ is the inclination correction and $K$ the temperature-dependent correction factor and $R_{\text{lobe}}$ is the radius of the lobe. For more information on this method, see van der Marel et al. (2013). The correction factor is derived from the values of Table 6 of Downes & Cabrit (2007) (see Table 7).

Owing to atmospheric effects, observations at 691 GHz cannot be obtained with a similar S/N as its low-J counterparts within reasonable times. As such, the M7 method was changed on three points w.r.t. van der Marel et al. (2013):

1. Densities derived from line ratios were found to be $10^4$ cm$^{-3}$ or higher. Therefore the $p = 1$ case of Downes & Cabrit (2007) is used instead of the geometric mean of 0.1 and 1 adopted by van der Marel et al. (2013). The latter corresponds to densities below $10^4$ cm$^{-3}$. As before, these low densities would imply unlikely temperatures of 200 K or higher. Although not excluded, typical envelope models (Kristensen et al. 2012) already have higher densities. In addition, extrapolation of the correction factors from Downes & Cabrit (2007) above 100 K is not reliable.

2. $\Delta V_{\text{max}}$ was measured using a 3$\sigma$ limit, instead of a 1$\sigma$ limit. Data quality at 690 GHz was found to be insufficient to make a reliable 1$\sigma$ limit derivation. With the higher system temperatures of the CHAMP$^+$ due to the lower atmospheric transmission at 690 GHz, the effective S/N of the CO 6–5 observations here are a factor of 5 or more lower than for CO 3–2 used by van der Marel et al. (2013). To avoid any potential systematic errors introduced by the data quality but still correctly approach true values for $\Delta V_{\text{max}}$ correctly, both $t_d$ and $F_{\text{CO}}$ were corrected with an additional factor of 1.4. This was tested by extrapolating the gaussian fits to $V_{\text{max}}$ and found to be robust. The correction factor was derived from tests using the appendix of van der Marel et al. (2013) as well as similar tests on data presented here and van Kempen et al. (2009b). $t_d$ is divided by this correction factor, while $F_{\text{CO}}$ is multiplied.

3. No reliable information on individual viewing angles of the outflows with respect to the plane of the sky is available. An average value of 32 degrees for the angle of the outflow with the plane of the sky is adopted. This is the expected mean value for a randomly distributed sample of outflow inclinations.

Table 8 lists the final correction factors used. As a complement to the outflow force, the kinetic luminosity of the flows, $L_{\text{kin}}$, was calculated using

$$L_{\text{kin}} = F_{\text{CO}} \times V_{\text{max}}/2.$$ 

(4)

Table 7 lists the final values for all outflow parameters. $V_{\text{max}}$, values of both lobes are consistently of similar value, with the exception of the blue side of Vela IRS 19, which is not detected strongly. Its derived parameters are considered lower limits. Dynamical times are a factor of 2 shorter than the average for the low-mass protostar sample (van Kempen et al. 2009c; van der Marel et al. 2013). This may be indicative that no evolved intermediate-mass protostellar cluster was included. Outflow forces are factors of 10 to 300 higher than low-mass protostars (Bontemps et al. 1996). When compared to the results of Duarte-Cabral et al. (2013), the outflow forces found are consistent with the low-end of values for high-mass sources ($10^{-4}$ $M_\odot$ yr$^{-1}$ km s$^{-1}$ or higher for luminosities of 100 and higher).

4.4.5. The multiple flows of IRAS 20050+2720

B08 observed IRAS 20050+2720 using a resolution of 3 arcsec. This allows all individual outflows to be identified. It is seen that the observations of interferometers do not resolve out any emission. The total outflowing mass and outflow force co-added for both flows in IRAS 20050+2720 add up to 0.25 $M_\odot$ and 6.4 x $10^{-4}$ $M_\odot$ km s$^{-1}$ yr$^{-1}$ (B08). Co-added outflow forces from CO 6–5 are less than a factor of 3 higher. With the systematic difference due to the difference in temperature (29 K for B08, 50 K for this study), this factor is well within the assumed inaccuracy of the M7 method (van der Marel et al. 2013).

---

**Table 6.** Line wing ratios of $^{12}$CO 6–5/$J_2$–$J_1$ and temperature and density estimates using RADEX.

<table>
<thead>
<tr>
<th>Source name</th>
<th>$J_2$–$J_1$</th>
<th>Ref.</th>
<th>Ratio</th>
<th>$T$ (K)</th>
<th>$n$(H$_2$) (10$^5$ cm$^{-3}$)</th>
<th>Ratio</th>
<th>$T$ (K)</th>
<th>$n$(H$_2$) (10$^5$ cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 2071</td>
<td>3–2</td>
<td>1, 2</td>
<td>1.0</td>
<td>&gt;100</td>
<td>300 1.2</td>
<td>&gt;100</td>
<td>100 100</td>
<td></td>
</tr>
<tr>
<td>L1641 S SMM 1</td>
<td>3–2</td>
<td>2, 2</td>
<td>2</td>
<td>&gt;70</td>
<td>500 2.0</td>
<td>&gt;70</td>
<td>400 400</td>
<td></td>
</tr>
<tr>
<td>Vela IRS 17</td>
<td>1–0</td>
<td>3</td>
<td>1.5</td>
<td>90</td>
<td>9 1.0</td>
<td>&gt;100</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Vela IRS 19</td>
<td>1–0</td>
<td>4</td>
<td>&lt;1</td>
<td>100</td>
<td>10 0.8</td>
<td>&gt;140</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>IRAS 20050+2720</td>
<td>2–1$^{2,3}$</td>
<td>5</td>
<td>1.5</td>
<td>&gt;70</td>
<td>400 3 0.5</td>
<td>&gt;50</td>
<td>200 200</td>
<td></td>
</tr>
<tr>
<td>Serpens SMM 1</td>
<td>4–3</td>
<td>6</td>
<td>1.7</td>
<td>&gt;80</td>
<td>500 3 0.6</td>
<td>&gt;60</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3–2</td>
<td>2</td>
<td>1.0</td>
<td>&gt;90</td>
<td>300 1.0</td>
<td>&gt;50</td>
<td>300</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3–2$^{2,3}$</td>
<td>2</td>
<td>2.5</td>
<td>&gt;60</td>
<td>100 1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2–1</td>
<td>9</td>
<td>0.9</td>
<td>&gt;80</td>
<td>200 1.5 0.7</td>
<td>&gt;70</td>
<td>&lt;200</td>
<td></td>
</tr>
</tbody>
</table>

**Notes.** At off-positions of Bachiller et al. (1995), EHV component at identified positions. $T_{\text{kin}}$, assuming $n_{\text{H}_2} < 10^5$ cm$^{-3}$. The density estimate is the lower limit for thermalized emission. The temperature assumes a density $n$ of $10^5$ cm$^{-3}$.

**References.** 1: Buckle et al. (2010); 2: San Jose-Garcia et al. (2013); 3: Wouterloot & Brand (1999); 4: Elia et al. (2007); 5: Bachiller et al. (1995); 6: Hogerheijde et al. (1999); 7: Dionatos et al. (2010); 8: Graves et al. (2010); 9: White et al. (1995); 10: Davis et al. (1999).
Table 7. Outflow parameters.

<table>
<thead>
<tr>
<th>Source</th>
<th>Mass ($M_\odot$)</th>
<th>$V_{\text{max}}$ (km s$^{-1}$)</th>
<th>$R$ (10$^4$ AU)</th>
<th>$t_d$ (10$^3$ yr)</th>
<th>$M$ (10$^{-5}$ $M_\odot$ yr$^{-1}$)</th>
<th>$F_{\text{CO}}$ (10$^{-4}$ $M_\odot$ yr$^{-1}$ km s$^{-1}$)</th>
<th>$L_{\text{kin}}$ ($L_\odot$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red Lobes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NGC 2071</td>
<td>0.39</td>
<td>39.0</td>
<td>4.2</td>
<td>1.1</td>
<td>36.3</td>
<td>145</td>
<td>45.8</td>
</tr>
<tr>
<td>L1641 S3 MMS 1</td>
<td>0.022</td>
<td>12.0</td>
<td>0.93</td>
<td>0.77</td>
<td>2.8</td>
<td>3.5</td>
<td>0.34</td>
</tr>
<tr>
<td>Vela IRS 17</td>
<td>0.27</td>
<td>10.0</td>
<td>3.5</td>
<td>3.5</td>
<td>7.7</td>
<td>7.9</td>
<td>0.64</td>
</tr>
<tr>
<td>Vela IRS 19</td>
<td>0.38</td>
<td>13.0</td>
<td>2.1</td>
<td>1.6</td>
<td>23.6</td>
<td>31.9</td>
<td>3.4</td>
</tr>
<tr>
<td>IRAS 20050+2720</td>
<td>0.31</td>
<td>14.0</td>
<td>4.9</td>
<td>3.5</td>
<td>8.9</td>
<td>12.8</td>
<td>1.5</td>
</tr>
<tr>
<td>Serpens SMM1</td>
<td>0.006</td>
<td>12.5</td>
<td>1.3</td>
<td>1.1</td>
<td>0.5</td>
<td>0.6</td>
<td>0.06</td>
</tr>
<tr>
<td>Blue Lobes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NGC 2071</td>
<td>0.41</td>
<td>36.5</td>
<td>42</td>
<td>1.2</td>
<td>35.3</td>
<td>130</td>
<td>38.4</td>
</tr>
<tr>
<td>L1641 S3 MMS 1</td>
<td>0.017</td>
<td>14.5</td>
<td>27</td>
<td>1.9</td>
<td>0.9</td>
<td>1.4</td>
<td>0.16</td>
</tr>
<tr>
<td>Vela IRS 17</td>
<td>0.31</td>
<td>10.0</td>
<td>42</td>
<td>4.2</td>
<td>4.6</td>
<td>4.6</td>
<td>0.37</td>
</tr>
<tr>
<td>Vela IRS 19(2)</td>
<td>0.05</td>
<td>&gt;3.5</td>
<td>27</td>
<td>&lt;7.7</td>
<td>0.7</td>
<td>&gt;0.23</td>
<td>&gt;0.0007</td>
</tr>
<tr>
<td>IRAS 20050+2720</td>
<td>0.22</td>
<td>14.0</td>
<td>42</td>
<td>3.0</td>
<td>7.4</td>
<td>10.6</td>
<td>1.2</td>
</tr>
<tr>
<td>Serpens SMM1</td>
<td>0.005</td>
<td>16.5</td>
<td>9</td>
<td>0.5</td>
<td>1.5</td>
<td>2.6</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Notes. The dynamical time, $t_d$, and outflow force, $F_{\text{CO}}$, were corrected for inclination using the factors listed in Table 9 as well as a factor of 1.4 to compensate the method in determining $V_{\text{max}}$. See text. (1) Average over the detected flows in Bachiller et al. (1995) and B08. (2) Strongly limited by detection of $V_{\text{max}}$.

5. Discussion

5.1. Does fragmentation enhance outflow forces?

Using a large sample of outflows emerging from low-mass protostellar environments, Bontemps et al. (1996, from here on referred to as B96) revealed a relation between the bolometric luminosity of the driving source and the force of its outflow (from here on referred to as the B96 relation). The relation inherently has a relatively large scatter, and the influence of evolutionary effects could not be determined accurately. Since then, many other studies corroborated this relation, and reveals it may apply across the many orders of magnitude in luminosity in star formation, up to and including high-mass star formation (Duarte-Cabral et al. 2013). Figure 8 shows the B96 relation (red line) in comparison with the results obtained here (black filled points) and B08 (white diamonds). Studies of low-mass protostars using CO 6–5 and/or similar methodology to derive outflow forces are included as reference (van Kempen et al. 2009a; van der Marel et al. 2013; Yıldız et al. 2015, gray symbols). For the intermediate-mass flows, the outflow force at first sight correlates with the total $L_{\text{kin}}$ with the B96 relation, similar to the conclusions of B08. The largest deviation from the relation is the NGC 2071 flow, where the outflow force is an order of magnitude higher than expected based on the B96 relation but still well within the observed scatter.

Interestingly enough, the median of the outflow forces in Yıldız et al. (2015) as derived for low-mass sources using CO 6–5 is also statistically significant above the B96 relation. An excess of an order of magnitude for fragmented intermediate-mass sources was identified earlier by B08, although their results were inferred from data with a higher uncertainty on the outflow forces. Direct calculations of gas temperatures, correct derivations of optical depths and a uniform derivation of $F_{\text{CO}}$ have improved the reliability of the derived values. The observed excess of B08 can thus neither be corroborated nor invalidated. What is more likely is that with the improvements made in observations, the better understanding of the derivation of outflow forces and the access to tracer lines better suited to track entrained outflow material (in this case the CO 6–5), outflow forces are slightly higher than the original B96 relation, although the most important aspect of it, the slope, remains the same.

Figure 9 compares the $F_{\text{CO}}$ and $M_{\text{env}}$ relation of Bontemps et al. (1996) for the same set of samples above with the B96 relation shown as a red line. The correlation between $M_{\text{env}}$ and $F_{\text{CO}}$ is clearly visible for intermediate-mass sources and in direct agreement with those derived from low-mass sources. It should be noted that compared to the low-mass sources (shown in white, light gray and dark gray), the scatter for the intermediate-mass sources (shown in black or white diamonds) has increased by a factor of 2. Most likely this enhanced scatter is caused by measurement uncertainties due to intermediate-mass sources being more distant. Intermediate-mass sources are a factor of 2 to 5 more distant than typical low-mass sources. From these results, the results of B08 cannot be corroborated. The observed enhancement in outflow forces seen by B08 are reproduced, but are within the scatter of the B96 relation. In addition, the advancement of more accurate observations and differences between van der Marel et al. (2013) and corresponding constraints can be invoked to explain any changes.

5.2. Neutral carbon

Neutral carbon has long been assumed to be created from interactions of the gas with the interstellar radiation field (ISRF), which produces atomic gas components in a PDR scenario from photo-dissociation of carbon-bearing species (Hollenbach & Tielens 1997), although atomic gas within the outflow cavity surface PDRs could contribute to neutral carbon emission (Hollenbach & Tielens 1997).
Indeed, the observed spatial distribution of the [CI] $^3P_2-^3P_1$ emission is clearly different from that of CO. In addition, no correlation to the direction and/or strength of the outflow is detected. Figure 5 revealed [CI] emission to be smoothly distributed over the circumcluster envelope, with concentrations at or near the protostellar positions. The only correlation seen for [CI] is in the line luminosity, which reproduces the same slope as derived for CO and $^{13}$CO 6–5. This is not surprising as [CI] is clearly expected to be coupled to CO, which scales linearly with luminosity. Whether or not this correlation is evidence for atomic gas emission being correlated with outflow activity itself cannot be confirmed owing to the low number of detections of [CI].

6. Conclusions

This paper presents new spectral line observations of six protostellar clusters of intermediate-mass, with total luminosities ranging from 30 $L_\odot$ to $\approx 750 L_\odot$. CO $J = 6-5$, $^{13}$CO $J = 6-5$ and [CI] spectrally resolved maps were obtained with the CHAMP instrument on APEX. Using line decomposition, accurate optical depths and line luminosity relations, densities, temperatures, forces and kinetic luminosities of the molecular outflows were derived and presented. The conclusions can be summed up as follows:

- The CO 6–5 line profiles are dominated by outflow related emission, but show quiescent emission in the cloud as well.
- Mid-$J$ CO line luminosities adhere to the correlation between total luminosity and line luminosity identified by San Jose-Garcia et al. (2013) for low- and high-$J$ CO.
- There is no corroboration of the result presented in Beltrán et al. (2008) that proposed an apparent enhancement in outflow force for fragmented intermediate-mass sources. Although an enhancement of the outflow forces as a function of total bolometric luminosity is seen in comparison with the
original B96 relation, this increase can also be attributed to methodology or the improvement in temperature and density derivations due to the inclusion of mid-J CO.

Future work on outflows emerging from protostellar clusters of intermediate-mass require observations down to scales of individual protostars. Properties of individual sources are necessary to draw conclusions about the influence of fragmentation. Although near- and mid-infrared observations have been acquired that can be used (e.g., Spitzer, WISE), (sub)millimeter observations with sufficient spatial and spectral resolution are rare. ALMA is able to routinely do such observations in minutes through several CO transitions, although other interferometers at these wavelengths (SMA, CARMA, IRAM Plateau de Bure and its successor NOEMA) should not be discounted even though their lack of access to mid-J CO lines will limit their effectiveness. The GREAT instrument on SOFIA and in particular the up-GREAT array extension of the instrument may spectrally resolve foreground atomic gas from outflowing atomic gas. In combination with ALMA Band 8 and 10, such observations must be used to interpret the [CI] observations.
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